Unit -3 Matrices -1
> Definition: Matrix:

Suppose that mn elements a;;,i= 1,2, 3, ...,m,j= 1,2, 3, ..., nis given. A
rectangular arrangement of these elements in m rows and n columns can be
described as follows:

a1 Qg A1n

az1 Ay Arn
A= .

Am1 Amz2 " Amn

The arrangement of this type is called a matrix of the type m x noranm x n
matrix.

Matrices are denoted by capital letters. It is also denoted by A mxn . Or [%ij] 1 x

2 —4 -1
1 1 1 1
oncl il asl0 33l a3 )
0 7 13x2 1 6 _Z 2x3
443%3
Note: -

o If all the elements of a matrix are real numbers, then it is called a real matrix
and if the elements of a matrix are complex numbers then it is called a
complex matrix.

2 —4 -1
o L+ 1 : :
e.g. A= 2 4 Is the real matrix and
7
1 6 —-
413x3
2 -4 —1
B=|0 2+4+i 3—i| iscomplex matrix
1 6 i I3xs

e |f m =n then matrix is called a square matrix of order n.



2 —4 -1

1 1
e.g. A= 0 =
1 == _Z
2 413x3
e A square matrix A of order n is denoted by the symbol = [4ij],,
a,

_|a . :
e Amatrix| .| ofthe type n x 1 is called a column vector or column matrix.
a‘l’l
e Amatrix [ap az - ay] ofthetype 1l x nis called a row vector or row
matrix.

e If all the elements of an m x n matrix are zeros, then it is called a zero
matrix or a null matrix of the type m x n. Zero matrix denoted by simple O.

eg.0=| § 7 ¢

> Definition: Equality of Matrices: -

If A=[%)]nxn and B = [bi]y, «, be two matrices. and a;; = b;; fori=1,2,3,
....,m, j=1,2,3,...,n, then we say that A and B are equal matrices and denoted by

A =B.

2 —4 -1 2 —4 -1
eg. (A= 10 3 4 andB= 10 3 4 then A=B

1 6 2 3X3 1 6 2 3X%X3

1 1
ButifA=|2 —1| andB= [1 2 0] then A #B.

1 =1 73
0 7 l3x2

> Definition: Addition of Matrices: -

If A =[%)],xn andB=[bij], xn betwo matrices. Their addition A +B is
defined by the matrix C = [Cij]y, ., Where ¢;; = a;; +b;; fori=1,2,3, ..., m, j=
1,2,3,...,n.



2 —4 -1 3 3 -1
e.g.(l) A= [0 3 4] andB=|0 1 —3] then
1 6 21343 —1 3 21343
5 -1 -2
avs= 0 4 ]
0 9 4133

also, we can find

-1 -7 0
A-B=10 2 7]
3x3

2 3 0
> Note:

We cannot add two matrices of different orders.

2 —4 -1 .
0 3 4| andB= [1
1 6 2 l3x3

2 0

e.qg. A=
J 1 7y

then we cannot find A +B or A-B.
> Definition: Scalar multiple of Matrices: -

Let A be an m X n matrix and o be any scalar. Also, A =[@ij],, « n- The scalar
multiple “aA” of A is defined by the matrix C = [€ij], « , Where ¢;; = aa;; fori=
1,2,3,..,mj=12,3,....n.

1 2 0

1 -1 7]z><3 % 2

e.g. A= [ _3 21]2x3 =C

if we take a =3 then 0 A = 3A = [z

» Definition: Diagonal Matrix: -

A square matrix whose all the elements except the diagonal elements are zero is
called a diagonal matrix.

aq 0 ves 0
_ azz cee 0 - . .
A= T .| is the diagonal matrix.
0 0 - ay,



The elements a,4, a,,, -+, a,,, of a square matrix A =[4ij] , are called diagonal
elements.

The diagonal matrix is also written as diag(a,1, a2, ..., Qpyn)
» Definition: ldentity Matrix: -

If the diagonal element of diagonal matrix of order n are 1. Then this matrix is
called an identity matrix of order n and it is denoted by I, or I.

1 0 - 0
(,) 1 0 Is the identity matrix of order n.

1

=1,
0

0 1

0

0
1 0 0
=0 1 0]isthe identity matrix of order 3.
0
1 0
=10 3 0 |isnotan identity matrix but it is diagonal matrix of order 3.
0 0 -1

It is also written as diag(1,3,—1)
» Definition: Upper triangular Matrix: -

A square matrix A =[4ij] ,, ifa;; = 0for i >j thenAis called an upper
triangular matrix.

a1 Az 0 Qip
. _ O azz aZn . . B
ieA=] . : . . | iIs upper triangular matrix of order n.
0 0 ves Ann
1 1 9
e.g.A=|0 3 2 |isan upper triangular matrix of order 3.
0 0 -1

» Definition: Lower triangular Matrix: -

A square matrix A =[4ij] ,, ifa;; = 0for i <j then Ais called lower triangular
matrix.



jeA=|921 %22 0 is lower triangular matrix of order n.
Am1 Am2 *° Amn
1 0 0
eg.A=|1 3 is lower triangular matrix of order 3.
5 4 -1

> Properties of Matrix:
Let A, B and C are square matrices and o and B are any scalar. Then,

(1) A + B =B + A (Commutativity)

(2) A+ (B +C)=(A+B)+ C (Associativity)
(3) a (A +B)=0aA + 0B,

(4) (a+p) A =a A+BA

(5) (aP) A=a (BA)

1 0 3 1 1 0
> Example: IfFA=]1 3 9]andB:[1 3 thhenprovethat

5 4 -1 5 4 -1
commutative law of addition is satisfied . or prove that A+B=B+A.
2 1 3
Solution: Since A + B [ ] [ ] 2 6 11
-1 -1 10 8 -2
1 1 3
AndB+A=(1 3 2 1 3 9]=[2 6 11]
5 4 -1 5 4 -1 10 8 -2

Thus,weget, A+B=B+A
~ the commutative law of addition is satisfied.
> Definition: Multiplication of the Matrices: -

Let A =[@ij] and B = [bjx] be matrices of the types m x n and n x p respectively.
Their product AB is defined by the matrix C = [Cik]



where ¢, = Yr-q a;;bjx = (i row vector of A) (k™ column vector of B), i=
1,23...mandk=1,2,....p

clearly AB is of the type m x p

> Note: If the number of columns of A is equal to the number of rows of B, then
and only then AB is defined. Sometimes AB is defined but BA may not be
defined. If A and B are square matrices of order n, then AB and BA both are
defined. But AB may or may not be same as BA.

€.g.

(1) A= 1 1

]andB——[2 3

[1 3 ]then

AB:H g] 2 ] [5 10]
andBa=[5" of[) 5l=5 3l
Thus, we get AB # BA.

2) A= [(1) 8] and B = [g 8] then

1 0110 01_10 o
AB _[O 0] 1 0]_ 0 O]
Thus, we get AB =0 but A #0 and B#0.
1 2 3 1 2 3 2 3 4
() IfA= 1 2 82[1 1 —-1(,C=|2 2 0]
-1 4 3 2 2 2 1 1 1
3 9 10 7
Then AB = ] -1 =l6 7 6
1 4 3 2 9 8 -1

And AC =

2 3 4 9107
2 20 7 6
143111 8 -1



Thus, we get AB = AC but B#C
This prove that AB=AC #B=C

1 2 3] 1 2 3
AHIfFA=[1 1 2 andB=[ ]thenwecannotfindAB
1 1 -1
-1 4 3l
1 2 3
1 2 3] 0 16 16
But BA = [1 1 2]=[
11 -, 5B -1 2

Here B is 2x3 type matrix and A is 3x3 type matrix thus, we get BA is 2x3 type

matrix.
> Note: If A is asquare matrix then AA is denoted by A%, AAA by A3and
AAA...A (ntimes) by A"

» Definition: Transpose of a Matrices: -
Let A be an n xm matrix and A =[%ij],,,«,. Then matrix obtained by

interchanging rows and columns of A is called transpose of A and is denoted

by AT or A'. Obvious AT is of the type m x n.
Thus, we get A =[Qij],,x, then we get AT= [%i],,m

0 3
6 2
503><2

1 0 O 1 0 O
(2) Ifl=[0 1 Olthen ITz[O 1 OlthuswegetI:IT.

0 6 5

T:
3 9 0]2><3'[henA

e.g.(1) IfA= [

0 0 1 0 0 1
0 0 O 0 0 O
B)If O={0 0 0] then O™=|0 0 0] thus we get O = Q.
0O 0 O 0 0 O

» Statement: if A and B are m x n matrices then prove that following
(1) (A+B)'=AT+BT
(2) (aA)"=a AT
(3) (A=A



Proof:
(1) we know that if A and B are m x n matrices then (A + B) is m x n matrix
Thus, we get AT and BT are n x m matrices.
~ AT+ BTis n x m matrix and (A+ B)T is n x m matrix.
. we get (A+ B)T=AT+BT
(2) we know that if A is m x n matrix then (aA)is m x n matrix
Thus, we get AT is n x m matrix.
~ AT is n x m matrix
~ (aA)T is n x m matrix.
. we get, (aA)T =a AT,
(3) if Alism x n matrix
Then, we get AT is n x m matrix.
~ (AN)Tis m x n matrix

. we get, (ANT= A,

1 2 3 2 3 4 1 1 2
eg.A=11 1 —1],8:2 2 olthen.AT= 2 1 2],
2 2 2 1 1 1 3 -1 2
2 2 1
BT =13 2 1]
4 0 1
3 5 7
Now,A+B=1|3 3 -1
3 3 3

3 3 3
Therefore, (A + B)T = ls 3 3] and
7 —1 3



1 1 2 2 21 3 3 3
AT+BT =2 1 2[+][3 2 1]=I5 3 3]
3 -1 2 4 0 1 7 -1 3

Thus, we get (A+ B)"'= AT+ BT

Theorem: if A and B be matrices of the order m x n and n x p respectively then
prove that (A B)" = BT AT,

Proof: Here A and B be matrices of the order m x n and n x p respectively

=~ AT is of the order n x m matrix and BT is of the order p x n matrix.

i.e. Let A =[Qij],,«n, then we get AT= [Fi],,sm

and if B =[bjk],,x,, then we get BT= [Dy;],xp

Here AB is defined, and it is an m x p matrix.

i.e. AB =[aij]mxn[bfk]nxp = [Cik]mxp say

~(AB)T = [Ckilpw ---mmm-mmmmmmmmmmmee- (1)
Now,

BT AT :[bkj]l?xﬂ[aji]nxm = [Cki]pXm Say

o BTAT= [Cilyuy --mmmmmmmmmmeme - (2)

From (1) and (2)

we get (A B)T =BT AT,

(OR)

The (i, k) " element of BT AT = ¥'7_; by;a;;= The (k, i) ™ element of AB = The (i,
k) ' element of (AB)".

Thus, we get (A B)" =BT AT

> Definition: Symmetric and skew-symmetric Matrices: -

Let A =[4ij],, be a square matrix of order n. If A = AT then A is called a symmetric
matrix and if A If A =- AT then A is called a skew-symmetric matrix.

1 0 2 1
Lz3 o 1 2 -1

eg. (HA=|2 1 2] and B = 5 2 6 & are symmetric matrices.
3 23 1 -1 5 0



0 a b 0 0o 2 1
(1A= 0 c] and B = _02 _02 g :; are skew-symmetric
b —c 0 1 1 5 0
matrices.
> Note:

e The diagonal elements of a skew symmetric matrix are zero.

e  Any square matrix A =[2ij], can be expressed as a sum of a symmetric and
skew symmetric matrices.

A=2(A+AT) +2(A—AD).

o If A is a symmetric matrix then a;; = aj;

-1 7 1
» Example: Express the matrix A=| 2 3 4] as a sum of symmetric and
5 0 5

skew-symmetric matrix.

Solution: We know that Any square matrix A =[dij],, can be expressed as a sum
of a symmetric and skew symmetric matrices as

A:%(A+AT)+%(A—AT).

-1 7 1 -1 2 5
Here A=[ 2 3 andAT =7 3 0]
5 0 5 1 4 5
-1 7 1 -1 2 5 -2 9 6
ThUS(A+AT)=[2 3 41+|17 3 O]=[9 6 4]
5 0 5 1 4 5 6 4 10
1 7 1 1 2 5 5 —4
And (4 — A7) = l ] [ ] l 0 4 ]
—4 0
. ) . -2 9 6 L 0 5 —4
~ R.H.S. =E(A+AT)+E(A—AT).=E[ 9 6 4 +E -5 0 4 ]
6 4 10 4 -4 0




[-2 14 2 -1 7 1
=5l4 6 8]=l2 3 4| =A=LHS.

10 0 10 5 0 5

Thus, we get L.H.S.=R.H.S.

>

>

e.g. (1) LetA=

Definition: conjugate Matrices: -

Let A be m x n complex matrix and A =[Qij],,,x. A matrix obtained by
replacing aj; by [a_u] is called the conjugate matrix of A and is denoted by A.
The transpose of A i.e. (4)Tis called the transposed conjugate of A. It is
denoted by A*. Thus (A*) = (4)T. Obviously (4)" = (A7T).

1+i =2i
eg.A=[3—-i 4+i
5 3 —2il3x;
1—i 20
SA=|3+i0 4—i
5 3+ 2il3x;

- 1—i 341 5
- (A*) = T—
“(A%) = (4) [ 20  4-—i 3+2i]2><3
Definition: Hermitian and skew-Hermitian Matrices: -
Let A =[@ij],, be a square matrix of order n. If A = A" then A is called a
Hermitian matrix and If A = - A" then A is called a skew-Hermitian matrix.

Y

- 1—=i 2
A= —2i 4—i]2x2

—2i

4_i]2X2¢A Or -A

(A*) — (A)T: [12—l [
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Therefore, it is neither Hermitian nor skew Hermitian matrix.

(2)LetA=[21_l_ ZI"]M
"'Az[zii ZZi]m

. *\ = (AT = 1 2+i —
“(A%) = (4) [Z_i . ]ZXZ A
Therefore, it is Hermitian.
_ [0 i
(3) Let A = [i O]M
- 10 —i
LA= .
[—l 0152
pwy = (AT [0~ __[0 i i
w=@dr=2 G, =l o, A

Therefore, it is skew -Hermitian matrix.

(3) Let A = [Zi—i 1:’i]m

=i 1-i

2+ =i ]m

2+1

] +A Or-A
—l 12x2

. *) = (AT = —i
a(A%) = (A)'= | .y
Therefore, it is neither Hermitian nor skew Hermitian matrix.

» Note:
e InaHermitian matrix all diagonal elements are real numbers.
e The diagonal elements of a skew Hermitian matrix are either zero or purely
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complex numbers.

> Prove that
(i) (A+ B)* = A* + B* (ii) (A*)* = A (iii) (AB)* =B*A* (iv) (aA)* = aA*

Proof:- (i) Let A =[4@ij],, and A =[b;;],, be a complex square matrices of order n.
Here i=j
(A +B) = ([@il, +[biiln ) = [Ciiln
A (A+By*=(A+B) =([A+B)" =[c;]n =([@]", +[b,]",)
= A* + B*
« (A+ B)* = A* + B*

(i) (A%)* =([au]™ D" =([qui], =A
(A*)* =A

(iii) (AB)* == (AB)" = [ ]n = [ ]n
Now B*A* = [b,]", ([2u]",, ) =[b,][%u]=[c; ]n
Example: - If A is square matrix, then prove that A +A* is Hermitian and A-A* is
skew Hermitian.

Solution: - Here (A +A*)* = A* +(A*)* = A* +A
Thus, we prove that (A +A*)* = A+A*
(- definition of Hermitian matrix as A* = A)

~A +A* is Hermitian matrix.
Now, (A -A*)* = A* -(A*)* = A* -A
Thus, we prove that (A -A*)* = -A+A* =-(A-A%*)

(- definition of Skew Hermitian matrix as A* =- A)
~A -A* is skew Hermitian matrix.

> Example: - If A and B are symmetric matrices of the same order, then prove
that AB — BA is a skew- symmetric matrix.
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Solution: - Here A and B are symmetric matrices is given.
~A=ATand B=B".
Now, (AB — BA)T = (AB)"— (BA)" = BTAT-ATBT = BA— AB = -(AB — BA)
Thus, we get (AB —-BA)" = -(AB - BA)
=~ this prove that AB — BA is a skew- symmetric matrix.

> Example: - If A and B are Hermitian matrices of the same order, then prove
that AB — BA is a skew- Hermitian matrix.

Solution: - Here A and B are Hermitian matrices is given.
~A=A"and B=B".
Now, (AB - BA)" = (AB)" - (BA)"=B’A"- A'B"=BA - AB = -(AB - BA)
Thus, we get (AB —BA)" = -(AB — BA)
=~ this prove that AB — BA is a skew- Hermitian matrix.

> Example: - If A is skew-Hermitian matrix, then prove that iA is a Hermitian
matrix.

Solution: - Here A is skew-Hermitian matrix is given.
*=- A,

Now, (iA)" =TA" =-i(-A)=iA

Thus, we get (IA)" = iA

=~ this prove that iA is a Hermitian matrix.

> Example: - If A is Hermitian matrix, then prove that iA is a skew-
Hermitian matrix.

Solution: - Here A is Hermitian matrix is given.

S A*=A.
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Now, (iA)" = TA* =-i(A)= -iA
Thus, we get (IA)" = - iA

=~ this prove that iA is a skew-Hermitian matrix.

Elementary Operation:
» Definition: Elementary row operations:
The following operations for the matrix A are called elementary row operations:
(1) Interchange of two rows
(2) The multiplication of i"" row by a non-zero number K. ri(k).
(3) Adding to i*" row the multiplication by k of the j™ row. (r; + kr))

1 0 2 1
10 1 2 -1
I A=l 5 6 s
1 -1 5 0
Interchange of two rows of the given matrix A i.e. Interchange of r; and r».
0O 1 2 -1
|1 0 2 1
Then,wegetthema’[rle—2 5 6 T Here A~B.
1 -1 5 0

Now, The multiplication of 3" row by a non-zero number 2. R3(2).
o 1 2 -1

. 11 0o 2 1
Then we get the matrix B as C= 4 4 12 10 Here B~C.
1 -1 5 0

(4) Now, Adding to 4™ row the multiplication by -3 of the 2" row. (r4 + (-3)r2)
0 1 2 -1
1 0 2 1

D= 4 4 12 10 Here C~D.

-2 -1 -1 -3
Thus, we get A~D
» Definition: Elementary column operations:
The following operations for the matrix A are called elementary column
operations:
(1) Interchange of two column.
(2) The multiplication of i"" column by a non-zero number k. ci(k).
(3) Adding to i™" column the multiplication by k of the j™ column. (c; + kc))
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» Definition: Row equivalent matrix:
The matrix B obtained by performing a finite numbers of elementary operations
finite numbers of times to a matrix A is called row equivalent matrix to A.
It is denoted by B~A.

» Definition: inverse of the matrix:
If A and B are square matrices of same type such that AB =BA =1, then B is
called the inverse of A. Here 1 is the identity matrix.
The inverse of A is denoted by A™,

1 2 4 1 -2 -2
eg.A=|-1 1 1fand B:[Z -3 =5
1 0 1 -1 2 2
1 0 O
ThenAB=BA=(0 1 0f=1I
0 0 1
Therefore, B is the inverse of A.i.e. B = A,
> Note:
e The determinant of a square matrix A is denoted by detA or |A]|.
A1 Q12 0 Qun
e 4l = | T G
Am1 Amz2 " Amn

» Definition: minor (or sub determinant)
The minor (or sub determinant) of any element of a determinant is the
determinant obtained by the row and column in which that element occurs.

a b ¢ a; W a a, ¢
e.g. the minorofbyin|a, b, c|is |mm M m| ie |a C|
3 3
as bz cs3 a; M ¢
a b a W a, ¢
Similarly, the minor of bz infa, b, c¢,| is |[a, W ¢ i.ela C|
2 2
as bs c3 az by 3
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a by ag by ¢ b, ¢
And the minorof a; inja, b, c,| is|mm b, c,|is ie b2 c2
3 3

as bs; c3 W b

» Definition: Cofactor: -
The value of minor sign i. e. the coefficient of an element in the expansion of

determinant is called the cofactor of this element.
i.e. In the matrix [@ij],, The cofactor of a;; = (—1)"*/minor of a;;
The cofactor of a;; is denoted by the symbol 4;;.

Thus, 4;; = cofactor of a;; = (—1)"*/minor of a;;

a, by ¢ a; W <«
) i . . . 1ay
i.e.e.g.theminorofbyinfa, by, cflisimm M W |.e|a C|
3 3
as b c3 a; B c;
a, by <
. 242 |f1 G
therefore, the cofactor of byin |a, b, ¢ =(—1) |a c | = A4,,
3 3
as bs c3
a, by ¢ a; W <« a
Similarly, the minor of bz infa, b, c¢,| is [a, W ¢ i.e|a C|
2 2
as b; c3 az by c3
a; by ¢
i 243|411 G
therefore, the cofactor of bsin |a, b, c¢;|=(-1) |a c | = A,
2 2
as; by c3
a, by a; by 1 b, ¢
And the minorof a; inla, b, c,| is|mm b, c,|is ie b2 C2
3 3
as bs c3 W b
a, by ¢ b
therefore, the cofactor of asin |a, b, c,|= (=D |2 % = A4y,
a b b3 3
3 3 C3
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» Definition: - Adjoint Matrix: -
Let A = [@ij],, be square matrix of order n. If B = [b;;],, is a square matrix
such that b;; = A;; (i,j = 1,2,3,...,n), Then B is called the adjoint matrix of A
i.e. ad]A = [AU]T
It is denoted by the symbol adjA, where 4;; is the cofactor of a;;.

Apy A o A
lAy] =720 7, T
Anl Appy Ann
2 3 -1
» Example: Find the adjAforA=|-1 3 2 |.
2 1 2
2 3 -1
Solution: Here A=|—-1 3 2
2 1 2
2 3 =1
A11 :(_1)1+1 =1 3 2 :(_1)1+1 [3 2 :|3 2|:6-2:4
2 1 o 1 21 11 2

Similarly, Aj, =(—1)1*2 |_21 §| =-(-2-4)=6

Ai=(-D"2 |1 ¥ =1-6=7

2
—c_12+1 |3 1)~ - —r_1\2+2 ]2 1 _ -
P =(-1)1|] Y| =-(6+1) =T, An=(-1D)*2 |5 7| =426,
L1202 3| =gy =4 A =(—1)3*1 3 1] = (643) =
Pa=(-1)22 |0 | =426 =4, A =(-1* [T | =(6+3) =9,
—c—1y3+2| 2 L) o pay = —_1\3+3| 2 3| _
An=(-1*2| 5 T =-@-D =3 An=(-1 | 5 5[ =(6+3) =0,

4 6 -7 . [4 =7 9
[4;] = [—7 6 4] thus, adjA = [4;] = [6 6 —3]
9 -3 9



19

»  Theorem: If A = [@ij],, be square matrix of order n. Then prove that
A (adjA) = (adjA) A = |A]l,
Proof: Let B =adjA and C = A (adjA)

IfB= [bij]nand C= [Cij]n , then Cip = ?:1 al-jbjp = ?:1 aijbpj
) _ { 0 ifi#p
Al ifi=p
(used of a theorem about the expansion of the determinant.)

Therefore, A (adjA) = |A|l,
Similarly, it can be proved that (adjA) A = |A|l,

Thus if |A| # 0 then 224 add4_

o lal Y
Therefore, A=1 = ‘%A.
2 1 4
>  Example: Find A~ for the matrix A=[4 3 1]|.
1 2 4
2 1 4
Solution: -Here A=|4 3 1]
1 2 4

det A = 2(12-2) -1(16-1) +4 (8-3) = 20 — 15 + 20 = 25 #0

_ 1+ [3 1) = —_1y+z |4 1 -
A =(-1) - 4] =10, A, =(-1) 1 al” 15
__1\1+3 |4 3| _ _r_1h2+1 |1 4] _
Au=(-1D"* |7 2| =5 Au=(-1) |2 4|)_4,
—c_1\2+2 |2 4| = —_1\2+3]2 1] _
Ae=(-1)*2|{ | =4 An=(-1) |1 )| = -3
—_1y3+1 |1 4 —_1y3+2|2 4] _
Aa=(-1°*1 | | =-11 An=(-1) |4 1| =14
—r_13+3|2 1] _
Az =(—1) 4 3 2

10 4 —11
wadjA=|-15 4 14
5 -3 2
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) [ 10 4 —11]
Therefore, A= = asT’lA. =% —-15 4 14
) -3 2 |
[ 10 4 —117
Thus, we get A1 = % -15 4 14
| 5 -3 2 |

Check: - we know that AA™1 = A714 = I,

o 4 11

1 alE 2

So,AA =4 3 1].|-=2 = = |
1 2 4

25 25 25
5 3 2
25 25 25

20—-154+20 8+4—12 —22+ 14+ 8;
25 25 25 Lo o
_|40-45+45 16+12-3 —44+42+2| | 1
10-30+20 4+8-12 —11+28+8
25 25 25

Some properties of inverse:

Theorem: If A and B are invertible matrices of order n, then prove that
(AB)1=B?AL

Proof: (AB) (B'A1) =A(BB1)A1=A(I,)At=AAT=],

And (B*AY) (AB) =B(A1AB1=B(,)Bt=BB*=I,

Thus, we get (AB) (B*A?) =1,=(B*A™) (AB)

~ (B*A1) =1,(AB)*=(AB)™.

This prove that (B*A*) = AB)™.

Theorem: If A is an invertible square matrix of order n and B and C are
matrices of the order nxp, then prove that AB=AC implies B =C.
Proof: Here A is an invertible square matrix of order n and B and C are
matrices of the order nxp is given
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Now, AB=AC

= AAB=AAC multiple A on both side
= (AA)B=(AA)C

= (1,)B=(I,)C

=>B=C

This prove that AB=AC implies B =C.

Theorem: If A is an invertible square matrix of order n then prove
that (AT)*=(AYT.

Proof: Here A is an invertible square matrix of order n is given.

Now,we have AA™ = A1A = |

Taking transposes, we obtain

(A (A1)T=(AH)(A)T=1T=I

< (A1)Tis the inverse of AT

= (A)T(A1)=1

= (AT)-l — (A-l)T.

Theorem: If A is an invertible square matrix of order n then prove
that (2) (A1) = A. (b) ()™ = (A7) (c) (A*)* =(A™)*

Proof: (a) Now,we have AA? = A1A = |

Taking inverses, we obtain

(AYHAT )™= (ALY A) = 1 =1

< (A1) 1is the inverse of At

= (A)HAT) =1

i.e. If we take (A1) 2(A)L =l thus we get, (A1)1=1/(A)?

= (AYH)1=Al=A.

Similary you can prove (b) and (c) .



22

The row and column rank:
Definition:- linear combination:

If a;, ay,a5, ....,a, are scalars (real or complex) and if Cy, Cy, Cs, ....,Cy are
column vectors or column matrices, then a;C;+a,Co+a;Cs+ ... +a,,C, is called
linear combination of C4, C,, Cs, .....Ch.

Similarly, If B4, B,.B5, .....B, are scalars (real or complex) and if Ry, Rz, R,
....,Ry are Row vectors or Row matrices, then f;R1+8,R+f5Rs+ ... +6,Ry 1S
called linear combination of Ry, Rz, Rs, ....,Rn.

Definition: - Linearly independent (L.1.): -
A set { uy, Uy, Us, ....,un} Of vectors is said to be linearly independent(L.1.) if

the linear combination a; Ui+a,Ustas Ust ....+a,u, = 0 with all scalars a4, a,,as,
....,ay Zero. i.e. all of the a'sis zero.

le.a; =0,a, =0,05=0,....a, = 0.

Note: - Here uy, Uy, Us, ...., Uymay be column vectors or row vectors
Definition: - Linearly dependent (L.D.): -

A set {uy, Uz, Us, ...., Un} Of vectors is said to be linearly dependent (L.D.) if
the linear combination a; ui+a,Ux+as Ust .... + a, Uy = 0 with at least one of
aq, Q,,as, ....,0, 1S NOt zero. i.e. all of the a's is not zero.

Let us suppose that a3 # 0

ie.a; =0,a, =0,a3 0, ....,.a, = 0.

Note: - Here u, Uy, Us, ...., Uymay be column vectors or row vectors.

1 0 1
2 0 0] then show that it is linearly independent.
0 1 1

Example: - Let A =
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1 0 1
Solution: - Let C1=|2], C,=|0]and Cs=|0| be three column vectors Then
0 1 1

1 0 1 0
we have a, 8,y € R such that a l2]+ﬁ lo] +y lO] = lO]
0 1 1 0

a+y =0,2a=0,6 +y =0

Thusweget « =0, p =0and y =0

Given column vector are linearly independent.

Let Ri=(1,0,1), R,=(2, 0, 0) and Rs= (0, 1, 1) be three row vectors Then
we have a, 8,y € R such that « (1, 0,1)+f5 (2,0,0) +y (0,1,1) =(0,0,0)=0
a+2 =0,y =0,a +y =0

Thusweget « =0, p =0and y =0

Given row vector are linearly independent.

1 1 17
Example: - Let A=|1 1 0fthenshow that it is linearly independent.
1 0 Ol
1 17 1
Solution: - Let C1=|1], C,=|1]and Cs=|0| be three column vectors Then
1 0. 0

1 1 1 0
we have a, 8,y € R such that a l1]+ﬁ [1] +y [0] = [0]
1 0 0 0

a+f+y=0,a+=0, a=0
Thusweget « =0, p =0and y =0

Given column vector are linearly independent.
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LetRi=(1, 1,1), R,=(1, 1, 0) and R3= (1, O, 0) be three row vectors Then
we have a, 8,y € R such that a (1, 1,1) +8 (1, 1, 0) +y (1, 0, 0) = (0, 0, 0)
a+f+y=0,a+=0, a=0

Thusweget « =0, p =0and y =0

Given row vector are linearly independent.

1 2 3 4
Example: -LetA=]2 4 6 8 ] then show that it is linearly dependent.
3 6 9 12
1 2 3 4
Solution: - Let C1=[2], C,= 14|, Cs=|6| and C4=| 8 | be four column vectors
3 6 9 12

Then

1 2 3 4 0
we have a, 8,7, 8 € R such that « [2]+B [4] +y [6] +4 [ 8 ]= [0]
3 6 9 121 10

a 2B +3y+46=0, 2a+4 B +6y +86=0, 3a +6 f+9y+126=0

a +2[+3y+46=0, a +2+3y+45=0, a +2+3y+45=0,
Thus,wegeta =2 -3y-46

if wetake g =1y =1,6 =1thenweget,a =-9

Here a# 0, f# 0, y#0 and § #0

Given column vector are linearly dependent.

Let Ri= (1, 2,3,4), R.= (2, 4, 6,8) and R3= (3, 6, 9,12) be three row vectors Then
we have a, B,y € R such that « (1, 2,3,4) + 8 (2, 4, 6,8) +v (3, 6,9,12) = (0, 0, 0)
a +2+3y=0, 2a+4 3 +6y =0, 3a t6 f+9y =0and4a +8 B +12y =0
a +t2+3y=0,a t2+3y=0,a +2+3y=0anda +2+3y =0

a =-2[-3y
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if we take =1y =1thenwe get,a =-5
Thus, we get a# 0, 8# 0 and y#0

Given Row vector are linearly dependent.

» Definition: - Row rank:

The maximum number of linearly independent rows of a matrix is called
row rank of the matrix.

» Definition: - Column rank:

The maximum number of linearly independent columns of a matrix is
called rank of column he matrix.

» Definition: echelon form:
any matrix A or its row equivalent form satisfies the following conditions then
‘A" is said to be in the row reduced echelon form :
(i) The first non-zero entry in non- zero row is 1.
(i) If a column contains the first non- zero entry of any row. Then every other
entry in that column is zero.
(iii) If the matrix has the zero rows (the rows containing only zero) then all zero
must occur below all the non-zero rows.
(iv)Let there be r non-zero rows. If the first non-zero entry of the i non-zero row
occurs in the column (i =1, 2, .., r) then ki<k,<ks<....<k.

1 0 0 4 1 0 O (1) (1) 8 g
A:0108,B:010,C=001_1,
0 0 1 12 0 0 1 00 0 1
(0 0 0 4 0 0 0 4
10 1 0 8 10 0 0 8 .
D= 00 1 -1l E= 00 1 -1 are in the row reduced echelon form.
0 0 0 1 0 00 O
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Theorem: If the matrix is in the row reduced echelon form, then the number
of non-zero rows is the row rank of the matrix.

Theorem: The row rank of a matrix A is equal to the row rank of row
reduced echelon matrix B obtained form A.

Proof: matrix B is obtained from A by applying the row elementary operations on
A.

Therefore, it is sufficient to show that operations on the matrix does not after the
rank or A. If we interchange any two rows of A, then the number of linearly
independent rows A remains the same.

Similarly, the multiplication any row of A by a non-zero number does not alter the
number of linearly independent rows of the matrix A.

Let us now consider the third elementary operation. Suppose the row matrix Ry is
multiplied with o and added to the row matrix R,. Let the remaining row matrices
of Aare R3, Ry ...... . Rm.

It can be seen that the sets P = {R1. Ry, ..., Rn} and the set Q= {Ri1. R, +ta Ry, ...,
Rm} are of the same nature i.e. If P is linearly independent, then Q is also linearly
independent and if p is linearly dependent then Q is also linearly dependent.
Therefore, the third elementary operation also does not alter the number of
independent rows of A. Thus, the theorem is proved.

Note:

Let the matrix A be in the form of row reduced echelon form. Draw horizontal and
vertical lines in such away that under these lines and or left-hand sides of these
lines only zeros occur. Also, at the point., where the vertical line occurs after the
horizontal line only 1 occurs. Such point are called steps.

A= Here Aisa 5 X 6 matrix with four steps.

S O O OO
SO OO

S oconnN
SO O OO
SO r WOo
O rRr P, NO

| |

Theorem : If a matrix is in the row reduced echelon form, then its column rank is
equal to the number of steps in the matrix.

Proof : Let the matrix A be in row reduced echelon form with p steps. The column
before the first step is a zero column matrix and each row after last step is a zero
row matrix.

0

5%X6
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Therefore, the non-zero column matrices are elements or Rp. Obviously, the
column rank of A is P or a natural number was then P. It should be noted that each
step gives us a non-zero vector. The ser of these vectors is linearly independent.
Hence the column rank of A is or greater than the column rank of A is p.

Example: find the rank of the matrix A=| 5 2 0 -1

-4 5 12 -1

234—1]

Solution: r(A)<3
Let Ri= (2, 3,4,-1), R,= (5, 2, 0,-1) and R3= (-4, 5, 12,-1) be three row vectors
Then

we have a, 8,y € R such that
a(2,34,-1)+p(5,2,0,-1)+y (-4,5,12,-1) = (0, 0, 0)
2a +58 -4y =0, 3a+28 +5y =0, 4a+12y =0and -a - g-y=0

2a +5-4y=0, 1)
3a+2 B +5y =0, (2)
4a +12y =0 (3)
-a -f-y=0 (4)

From equations (1) and (4)

20+ 50 -4y =0
—20—20—-2y=0
36—6y=0 =p-2y=0____ (5

From equations (2) and (4)

3a+2p +5y =0
—3a—3—-3y =0
—B+2y=0 =p-2y=0____  (6)

From equations (3) and (4)

4a+0p +12y =0
—4a—4F —4y =0
—4+8y=0 = [-2y=0 (7)
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From equations (5), (6) and (7) weget, § —2y =0= 8 =2y
Put § = 2y inequation (4) then we get a =1y.

Thus, if we take y = 1.thenwegetf =2and a =1

Thus, we get a# 0, f# 0 and y+#0

Given Row vector are linearly dependent.

Now let remove Rz Row and check the linearly independent or dependent for R1=
(2,3,4,-1), R=(5, 2,0,-1)

we have a, f € R such that

a(2,34,-1)+B(5,2,0,-1)=(0,0,0)

20 ¥5p8=0, 3a+28=0, 4« =0and-« -p =0

weget,a=0=0, y=0

Given Row vector R;= (2, 3,4, -1), R,= (5, 2, 0, -1) are linearly independent.
Rank of matrix A= r(A) = 2.

(OR)

A=l5 2 0 -1

234—1]
-4 5 12 -1

Solution: r(A)<3

2 3 4
LetCi=| 5 [|,C=|[2land Cs=| 0 ]be three column vectors Then
—4 5 12

we have a, 8,y € R such that

dEREGHI
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2a +38 +4y =0, 5a+28 +0y =0, and -4a + 58 +12y=0

2a +38 +4y =0, (1)
5a+28 =0, (2)
-4a +5p+12y=0 (3)

From equations (1) and (3)

6a+96+ 12y =0
4a—56—-12y =0
10 + 4B =0 =>5a+28=0 (4)

From equations (2) and (4)

wegetSa+2 =0 = a= —%B
Puta = —gﬁ in equation (1) then we get y = —%ﬁ :
Thus, if we take g = 1.thenwe gety = —%and a = —%

Thus, we get a# 0, f# 0 and y+#0
Given column vectors are linearly dependent.

Now let remove C3 column and check the linearly independent or dependent for

2 3
C1= 5 ) C2= 2
—4 5

we have a, f € R such that

|2 ol

2a +38=0, 5at2p=0and -4« +58 =0
weget,a=0,6=0
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2 3
Given column vectors C,=| 5 |, C,= |2 |are linearly independent.
—4 5

Rank of matrix A = r(A) = 2.

Example: find the rank of the matrix A= 3 4 -1 -3

4 3 0 —2]
-7 =7 1 5

Solution: r(A)<3
Let R;= (4, 3,0, -2), R,= (3, 4, -1, -3) and Rs= (-7, -7, 1,5) be three row vectors
Then

we have a, 8,y € R such that
a (4,30, -2)+p@3,4,-1,-3)+y (-7,-7,1,5) = (0, 0, 0)
4a +3B-7y=0, 3a+4 -7y =0, Oa-p +y =0and-2a -3 +5y=0

4a +3-7y=0 (1
3a+4 B -Ty =0, (2)
Oax-pB +y =0 (3)
2a -3 +5y =0 (4)

From equations (1) and (4)

4a +3-7y=0
—4a—66+10y =0
—-38+3y=0 =p-y=0___ (5

From equations (2) and (4)

6a+8f -14y =0
—6a—96 +15y =0
-B+y=0 =>p-y=0____ (6

From equations (3)

=>pB-y=0___ (V)
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From equations (5), (6) and (7) weget, f—y =0=>L =y
Put § = y inequation (4) then we get a =1y.

Thus, if we take y = 1.thenwegetf =1and a =1
Thus, we get a# 0, f# 0 and y#0

Given Row vector are linearly dependent.

Now let remove Rz Row and check the linearly independent or dependent for Ry=
(4’ 3'0’ -2)’ RZ: (31 41 '1; '3)

we have a, f € R such that

a (4,3,0,-2)+ B(3,4,-1,-3)=(0,0, 0)

4a +34 =0, 3a+4 =0, —f =0and-2a -3 =0
weget,a=08=0, y=0

Given Row vector Ri= (4, 3,0, -2), R= (3, 4, -1, -3)are linearly independent.
Rank of matrix A = r(A) = 2.

Solution: r(A)<3

2 3 4
LetCi=]| 5 |,Co=|2]land C3=1] 0 ]be three column vectors Then
—4 5 12

we have a, 8,y € R such that

LB lokl

2a +38 +4y=0, 5a+28 +0y =0, and -4a + 58 +12y=0
2a +3p +4y =0, (1)

5a+28 =0, (2)

-4a +55+12y=0 (3)
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From equations (1) and (3)

6a+96+ 12y =0
4a—5—12y =0
100 + 4 =0 = 5a+28=0 (4)

From equations (2) and (4)

wegetS5a+2=0 =2 a= —EB
Puta = —%ﬁ in equation (1) then we get y = —%ﬂ :
Thus, if we take f = 1.thenwe gety = —%and a = —%

Thus, we get a# 0, §# 0 and y#0
Given column vectors are linearly dependent.

Now let remove C3 column and check the linearly independent or dependent for

2 3
C1= 51, C2: 2
—4 5

we have a, f € R such that

|2 ol

2a +38=0, 5at2p=0and -4« +58 =0
weget,a=0,6=0

2 3
Given column vectors Ci1=| 5 |, C,= |2 |are linearly independent.
—4 5

Rank of matrix A =r(A) = 2.



