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MAT 202: Linear Algebra-I
UNIT -2 Linearly dependence

Definition:- Trivial linear combination:
If ug, Uy, Us, ....,u, are n vectors of a vector space V, then the linear combination
a, Uttt a,Uta, Ust ...+, U, is called a trivial linear combination. If all the

scalars «,, a,,a,, ....,a, are zero.

Definition:- Non-Trivial linear combination:
If ug, Uy, Us, ....,u, are n vectors of a vector space V, then the linear combination
a, Uit a,Uxta, Ust ...+, U, is called a non- trivial linear combination. If at

least one of the scalars «,, «,,a,, ....,a, 1S NOt zero. i.e. at least one of the a'sis
not zero.

e.g. (1) Ou;+0u,+0 ust ....+0u, is a trivial linear combination.
(2) Ou;+0u,+0 ust ....+0u,.1 +1u, and 1us+2u,+3ust ....+nu, isa non
trivial linear combination.

Note:- The trivial linear combination of any set of vectors is always the zero vector for
0U1+0U2+0 Ust .. ..+0u, = 0+0+0...+0=0

Example:- Give an example to show that a nontrivial linear combination of a set of
vectors can give the zero vector.

Solution:- Example: Let (1, 0,0), (2,0, 0) and (0, 0, 1) be three vectors in V3. Then
we have «, 3,7 € R such that « (1, 0,0)+5(2,0,0)+»(0,0,1)=(0,0,0)=0
Thusweget o =1, g = %and y =0

i.e. 1(1, 0,0)+ _71 (2,0,0)+0(0,0,1)=(0,0,0)=0

thus a nontrivial linear combination may give the zero vector.
Example :- Prove that (1, 0,0) is a linear combination of (2, 0, 0) and (0, 0, 1).
Solution:- Let (1,0,0) =« (2,0,0)+5 (0,0,1) «,B8€R

(1,0,00=(2«, 0, B)
~2a=land g =0

sa =% and g =0
-. the linear combination of (2, 0, 0) and (0, 0, 1) is as
(1, 0,0) =% (2,0, 0) +0 (0, 0, 1)

Example:- Prove that the set of vectors { (1, 0, 0), (0, 1, 0), (0, 0, 1)} is trivial linear
combination.
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Solution:- Let «, 8,7 R such that
a(1,0,0)+5(0,1,0)+»(0,0,1)=(0,0,0)
~(a, p,r)=(0,0,0)
na=p=y =0
. given vectors are trivial linear combination.

Definition:- Linearly dependent(L.D.):-
A set { uy, Uy, Us, ....,un} Of vectors is said to be linearly dependent(L.D.) if
there exists a nontrivial linear combination of uy, uy, Us, ....,u, that equals the
zero vector.
I.e. The linear combination «,U;+a,Usta, Ust ...+, U, = 0 with at least one of

scalars «,, «,,a,, ....,a, 1S NOt zero. i.e. at least one of the «'sis not zero.

Definition:- Linearly independent(L.1.):-
A set { uy, Uy, Us, ....,un} Of vectors is said to be linearly independent(L.1.) if
there exists a trivial linear combination of uy, u,, Us, ....,u, that equals the zero

vector.
I.e. The linear combination «,U;+a,Ux+a, Ust ...+, U, = 0 with all scalars «,,
a,,as, ....,a, Zero. i.e. all of the «'sis zero.

Example:- Prove that the vectors (1, 0,1), (1, 1, 0) and (-1, O, -1) are L.D.
Solution:- Let «, 3,7 R such that
a(1,0,1)+5(1,1,0)+4(-1,0,-1) = (0, 0, 0)
-.'(0{+ ﬂ - 7,,3,0('*‘ :B) = (O’ 01 O)
nat p-y=0, p=0,a+ =0
Solving these equations then we get
2 B=0,a =y
Thus any nonzero value for «,say 1, then we get
1(1,0,1)+0(1, 1,0) +1(-1,0,-1) =(0, 0, 0)
Hence this is a nontrivial linear combination of given vectors.
I.e. the vectors (1, 0,1), (1, 1, 0) and (-1, O, -1) are L.D.

Example:- Prove that the vectors (1, 0,1), (1, 1,0) and (1, 1, -1) are L.I.
Solution:- Let «, 8,7 R such that

a(1,0,1)+5(1,1,0) +»(1,1,-1)=(0, 0, 0)

c(a+ B+y, B+ y,a-y)=(0,0,0)

natr p+y=0,p+y=0and a-y =0

~a=B=y =0

Hence this is a trivial linear combination of given vectors.

I.e. the vectors (1, 0,1), (1, 1, 0) and (-1, O, -1) are L.I.

Example:- Check whether the following set of vectors is L.D. or L.1.
(1) {(1,0,1),(1,1,0),(1,-1,1),(1,2,-3)}
2) {e*, e} in G () (—o0,00).



(3) {X, |X|} in G (—oo,oo).

Solution:- (1) {(1,0,1), (1, 1,0), (1, -1, 1), (1, 2, -3)}
Let «, B,7,6 R such that
a(1,01)+p(1,1,0)+x(1,1,-1) +5(1,2,-3) =(0, 0, 0)
at p+y+8,8-y+265,a+ y-35)=(0,0,0)
nat pt+y+s=0,p-y+25=0,a+ y-356 =0
Solving above equation we get
a=58,=-45y =-25,6=6
If we take 5 =1 then
a=5,p=-4y =-2,6=1
thus a=p=y =6 =20
Hence this is a nontrivial linear combination of given vectors.
I.e. the set of vectors {(1, 0,1), (1, 1, 0), (1, -1, 1), (1, 2, -3)}is L.D.

2) {e*, e*}in G ) (—oo,0).

Let &, R suchthat @ €+ € =0 Xe(—o0,00)-=====-- (1)
Differentiate the equation with respect to x, then we get
R e — (2)

Solving equation (1) and (2) then we get
5 €% =0. since e* =0
- p=0.
And we get =0
L B=a=0.
Hence this is a trivial linear combination of given vectors.
i.e. the set of vectors {e*, e*} in G (®) (—o0,) are L.1.

() {X X}inT (~oo,0).
Let o, eR suchthat a X+ 3 |x| =0
Since the function | is not differentiable at zero.
~aX+p |x =0 holds for all xe(-1, 1)

So choosing two different values of x say x=% and x:%1 then we get

g+£:03_nd i+£:
2 2 2 2

~a=4=0
- The setis LI over (-1, 1).

Definition:- The line through v:
Given a vector v=0, the set of all scalar multiples of v is called the line through
V.
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Geometrically: In the case of V4, V, and V. It is nothing but the straight line
through the origin and v.

Definition: Collinear:-
Two vectors v, and v, are collinear if one of them lies in the line through the
other.
Note:- O is collinear with any nonzero vector v.

Definition: Plane through v, and v; :-
Given Two vectors v, and v, which are not collinear, their span, namely
[vi,v, ]is called the plane through v; and vs,.
Geometrically: In the case of V;, and V5. It is nothing but the plane passing
through the origin and v, and vs,.

Definition: Coplanar:-
Three vectors vy, v, and vs; are coplanar if one of them lies in the plane through
the other two. e.g. 0 is coplanar with every pair of non collinear vectors.

Example :- Prove that the vectors v and « v of a vector space V are collinear.
Solution:- Since «V is a scalar multiple of v .

. aV lies in the line through v.

The vectors vand are «V collinear.

Example :- Prove that the functions sinx and cosx in & (1) the collinear.
Solution:- Since sinx (or cosx) is not a scalar multiple of cosx (or sinx).
-. neither of the two lies in the line through the other.
-. The function sinx and cosx in # (1) are not collinear.

Note:- It spane , namely,[sinx,cosx]={ asinx+ gcosx/a, p any scalar} is the plane
through the vectors sinx and cosx.

Example :- The function sinx, cosx ,tanx in & (I) are obviously not coplanar because
none of them lies in the plane through the other two.

Example:- Prove that the functions cos®x ,sin’x, cos2x are coplanar.
Solution:- Since cos2x = cos’X - sin°x
~. cos2x lies in the plane through cos®x and sin’x. also cos2x is linear
combination of cos*x and sin®x.
-. the functions cosx ,sin°x, cos2x are coplanar.

Theorem:- Let V be any vector space. Then
(@) Theset{v}isLDiffv=0.
(b) The set {vi,v,} is LD iff vy and v, are coplanar.
I.e. one of them is a scalar multiple of other.
(c) The set {vi,voVv3} is LD iff vy ,v,and v; are coplanar.
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I.e. one of them is a scalar multiple of other two.

Proof:- (a)The set {v} is LD iff there exists a nonzero scalar« such that «v =0
Since 20 = v=0.

(b) suppose the set {1y, 15} is L. D.
*. there exist ¢, £ € R with let o= 0 Such that
o T"l + '81_12 - {]

Y
=Tz

. 1, is scalar multiple of 1.
* v is lies in the line through 1.
Y 14,75 are collinear.
Conversely,
let us suppose that 15,17, are collinear.
*. one of them say 14 lies in the line through v».
" 15 is scalar multiple of 1,
Ty =0,
ie. 1.y, —x v, =0
sincel =0
" 1, and 15 are L. D.
(c) Let us suppose that {vy, v, 5} is L. D.
Lo, 5,y € R with at least one of them say @<= 0 Such that
® v, + fv, +yv; =0

2= (B O

ie. v, € [1,,1,]
“+ v lies in the plane through 1> and v.
‘+ V4,7, and 5 are coplanar.
Conversely,
Let us suppose that v, 1, and 5 are coplanar
‘. one of them, say v, € [v5,1;]
l.e. Uy =%, Uy +%5 vy VO, 0 E R,
Slovy —a, v, —agvy =0
Sincel #0
S V4,15 and v5 are L. D.
Explain by illustration for above theorem.
Let us consider the three vectors (1,1,1), (1,-1,1) and (3,-1,3)
They are L. D.
Because
1(1,1,1)+2(1,-1,1)-1(3,-1,3)=0
"+ the plane through (1,1,1) and (3,-1,3) contains the point (1,-1,1).
As the plane through (1,1,1) and (3,-1,3) is
[(1,1,1),(3,-1,3)] =a(1,1,1) + B(3,—1,3)
V,a,B ER



={a+3pa-pa+% ger)

Let (1,-1,1) € [(2,1,1), (3,-1,3)]

Y (1,-1,1)=a(1,1,1)+ B(3,-1,3)
ca+3f=1, a—f=-1, a+3=1
A =_Tl and f§ =

[T =

Note: In a vector space I any set of vectors containing the zero vector is L. D.

If {vy,v5 ......, v, isasetand v, = 0

then Ov, + 0v, ...+ 0v,_; + 1v;, + 0v,., +---+ 01, is a nontrivial linear

combination resulting in the zero vector.
Ex. Inavector spaceV, if v is a linear combination of v, v, ... ... 1,

i.e. v € [y, ......1,] then prove that {v;, 75 ......1, } is L. D.
Solution:

Since v € [v,, 75 ......1%,] iS given

SV = QU T AU e, T,

Vo, ERi=1,23..n

ie.l.v—av, —av, .....— 2nv, =0

Sincel #0

AU, Vg 1, 1 is L. D.
Example:-In a vector spaceV, if the set {vy, v, ......1,,J L. I. and

vN € [vy, v, ... ...1,] then prove {vy, 15 ... .1, Jis L. I
Solution:  Let us suppose that v € [y, 15 ......1,]

N SR R v S8 R LT 0 £

Va, € R, (=123, ... n

Slv—a v — @V e — a1, =0

Sincel =0

S Avy, vy v, dis L. D.

Theorem:- (a) If a set is LI, then any subset of it is also LI and
(b) If a set is LD, then any superset of it is also LD.

Theorem:-In a vector space V. Suppose { Vi, Vo, Vs, ...., Vo } is an ordered set of
vectors with v, #0. The set is LD iff one of the vectors v, v, ...., Vy, Say Vi,
belongs to the span of vy, V), Vs, ..., Vi1
I.e. Vke[Vy, Vo, Vs, ..., V1] forsomek=1,23,....n.

Proof:- Suppose Vke[Vi, Vo, V3, ..., Vii]

I.e. vi 1S a linear combination of vq, Vo, Vs, ..., V1.
s theset { vy, Vo, V3, ..., Vg, Vi }is LD.
Since { Vi, Vy, V3, ...., V,HS a subset of the set { vq, Vo, Va3, ..., Vier, Vi }
VL, Vo, Va, oo, Vier, Vi Fis superset of { vy, Vo, Vs, ..., Vi }
.'.{Vl, Vo, Vs, ...., Vn} is LD.
Conversely,
Let us suppose that { v, vV, V3, ...., Vo }is LD.
Now consider the set

Sy ={vi}



Sy = {vi,v2}
Sz = {vy, Vo, va}

Si={vy,Vy Vs, ..., Vi}

Sh={Vy,VyVz, ....,Vp}

Here S; = {v.} is LI because v, #0

But Sp={ v,V V3, ....,V,}is LD is given.

So we go down the list and choose the first linearly dependent set.

Let S be first linearly dependent set.

I.e. S¢ is linearly dependent set (LD) and Sy is linearly independent set(L1).

Here 2<k <n

Since Sy is LD
s, €R,i=123,....k with at least one of «, #0 such that
aVita,Vota, Vet ...+ Vi =0 --------- (1)
Let o, =0
If «,=0then Sy.; would become a linearly dependent.
But Sy is LI.
. a, = 0 is not possible.
soa, 20,
From equation (1) we get
V= Ay Py Ky 4%y,

ay o7 o ay

v is linear combination of { vy, Vo, V3, ..., Vk1}
I.e. Vke[Vy, Vo, V3, ..., Vii]

Corollary:- A finite subset S ={ vy, v,, vs, ...., vV, } of a vector space V containing a
nonzero vector has a linearly independent subset A such that [A] = [S]
Proof:- Assume that v, #0

If S is LI then there is nothing to prove as we have A =S. and
If S is not LI then we have a vector v, such that vie[vi, Vo, Va, ..., Vii]
Now discard v, then the remaining set S; = { vy, V5, Vi1, Vs, --.., Vn} has the
same span as that of S.
If S; is LI then there is nothing to prove that and we have S;=S.
And
If S; is not LI then repeat the foregoing process.
Then finally we get a linearly independent subset A such that [A] = [S]

Example:- Show that the ordered set {(1, 1,0), (0, 1, 1), (1, 0, -1), (1, 1, D) }is L.D.
and locate one of the vectors that belongs to the span of the previous ones. Also
find the largest linearly independent subset whose span in [Sg].

Solution:- Let us consider the sets
Si1={( 1,0}

S={(1,10)), (0,1, 1)}
S;={(1,1,0),(0,1,1),(1,0,-1)}
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S:= {1, 10),(,1,1),(,0-1), (1,1,1)}
Here S; ={(1,1,0)}isLI [-(1,1,0) =(0,0,0)]
Now S, ={(1, 1,0) ), (0, 1, 1)} is also LI because neither of the two vectors in
S, is a scalar multiple of the other.
e.(1,10)) #a (0,1,1) or(0,1,1)) = (1,1,0)

{(or) fora,p eRsuchthat « (1,1,0))+ g (0, 1, 1) =(0, 0, 0) thus we get
a=p=0 thereforS,=4{(1,1,0)),(0,1,1)}isalso LI}
Now S; ={(1, 1,0), (0, 1, 1), (1,0, -1)}is LD
because fora, B,y R such that
a (1,1,0))+ s (0,1,1)+y (1,0,-1) = (0, 0, 0)
naty=0,a+5=0, g-y=0
From these equations we get a=-y, =y, y=y
Thus if we take y=1thenwe get «=-1, g=1, y=1
La=pB=y=z0
- S3={(1,1,0),(0,1,1),(1,0,-1)}isLD
Hence (1, 0, -1) « [{(Z, 1,0), (0, 1, 1)]
Now S, ={(1,1,0), (0, 1, 1), (1,0, -1), (1,1, 1)} is LD
Because Sz;c S, 1.e. S, is super set of Ss.
Since (1,0, -1)  [{(1, 1,0), (0, 1, 1)]
-~ (1,0,-1) € [{(1,1,0),(0,1,1), (1,1, 1)]
Now discard (1, 0, -1) from the set S, then the span of the remaining set
A={(1,10),(0,1,1),(1,1,1)}isthe same as [S4].
Let us check for the linear independent of A
Let «, 3,7 R such that
a (1,1,0))+ 5 (0,1, 1)+y (1,1,1)=(0,0,0)
naty=0,a+p+y=0, p+y=0
From these equations we get
La=p=y=0
SetA={(1,1,0),(0,1,1), (1,1, 1)}is the largest linearly independent subset
whose span in [S,]. i.e. [A] =[S4]

Note :- An infinite subset S of a vector space V is said to be linearly independent if
every finite subset of S is LI. And an infinite subset S of a vector space V is said
to be linearly dependent if it is not LI.

Example:- Prove that the subset S = {1, x, x*, x°, ... }of is 2is LI
Solution:- Let S; = {1, X, X2 X X"}
ai, 8y, as,...,ape R such that a;1+ a, X + a3 X*+...+a, X"= 0
i.e. a1+ ay X+ ag X+, +a, X" =01+ 0 x + 0 x*+.. +0 X"
Comparing the coefficient then we get
= a=az=...=a,=0
- Spis finite and LI.
Since S is infinite set but S;=S and S; is LI
- Sis Ll
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Dimension and Basis

Definition: Basis:-

A subspace B of a vector space V is said to be a basis for V if
(@) B is linearly independent and
(b) [B]J=V i.e. B generates V.

Example:- Prove that the set B = {i, j,k} is basis for V; where i=(1,0,0), j=(0,1,0) and
k=(0,0,1).
(@) Check set B for L1I.
a(10,0) + £(0,1,0) + (0,01) =0
L a=0, f=0, y=0
- setBis LI
(b) Let us check for set B as [B]=V
Let (x,y,2)e Vzand («,5,7)<R such that
2 (1,0,0)+ 5(0,1,0) + »(0,0,1) =(x,y ,2)
SLa=X, pEY, y=2
. X(@,0,0)+y(0,1,0)+2(0,01) =(x,y,2)
Which is the required linear combination of set B .
[B] :V3.
.. Set B is Basis for V3.

Example:- Prove that the set B = {(1,1,0), (1,0,1),(0,1,1)} is basis for V3,
(@) Let «, B,y R such that
a(L10) + A(1,0.1) + »(0,11) = (0,0,0)
La+p=0, f+y=0, y+a=0
~a=0, =0, y=0
- setBis LI ----mmmmmmmemeee- (1)

(b) Now Let (x,y,z) € Vzand («,3,7)<eR such that
a(1,1,0)+ 5(1,0,1) + »(0,1,1) =(x,y ,2)
La+ =X, f+y=1, y+a=y

_X+Yy-Z o, X-y+Z _Z-X+Yy
=Ty F 2 7 2
X¥Y=2 100+ 22 2100 + 22XV 01,1) = (x,y ,2)

Which is linear combination of vector of set B.
i.e. B generates V.
- [B] = V3. =--mmmmmmmmeeeee (2
From (1) and (2)
the set B = {(1,1,0), (1,0,1),(0,1,1)} is basis for V3

Note: The above example shows that a basis for a vector V need not be unique.

Theorem:- In a vector space V if { v, vV, V3, ...., V,} generates V and if
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{ Wy, Wp, W3, ....,Wp} is LI then prove that m<n.
OR We cannot have more linearly independent vectors than the number of
elements in a set of generators.
Proof:- Since { v, V,, Vs, ...,V } generates V.
1.e. V=[Vy, Vo Vs, ...., V]
Let W]_EV
s Wie[ Vg, Vo, Va, ..o, Vi
- The new set { wy vy, Vo, Vs, ..., vV} will be LD
(-~ one of vector is a linear combination of other one)
Since the setis LD
. there exists a vector which is the linear combination of the preceding vectors.
Such vector must be from v;’s.
Let such a vector be v;.
We discard this vector due to which the set becomes LD.
Remaining vectors will have same span.
le.V= [Wl’Vl, Vo2, V3, .... Vi1, Vjs1, ., Vn]
Again an element w, eV must be the linear combination of vectors in this span.
s Woe[Wy Vi, Vo, Vg, ..o Vi, Vi1, . Vil
Add the vector w, and consider the set {Wy, W1 V1, Vo, V3, ... Vi, Vjs1, ., Vn}
Again this set is Ld
Again remove the vector which belongs to the span of preceding vectors.
Such vector must be from v;’s.
Let such a vector be v,.
We discard this vector due to which the set becomes LD.
Then we get following set
{Wa2, WiV, Vo, Vi, oy Vit Vies o Vit Vs, o, Vin}
This is LI and which generates vector span V.
We continue the process of adding the vectors from w; set and removing the
vector from v; set.
At the time of addition of the vector from w; set the set becomes LD and at the
time of removal of vector from v; set the set becomes LI.
We have to prove that mx<n.
Let us suppose that m>n.
Then the vectors from v; set will be exhausted first, After consuming all vectors
in set when we add the vector from w; set we will get LD set of vectors from w;
set only.
This is impossible.
Since {w;}i=m | LI and hence its every subset is L.
. our supposition is wrong.
Hence m<n is true.

Corollary:- If V has a basis of n elements, then every set of p vectors with p>n is LD.
Proof:- Let B={ vy, Vv, Vs, ....,Vn} the basis for Vand A={u;, U, Us,....,up} be
set of vectors in V with p>n
We have to prove that A is LD.
Assume that A is not LD.
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le. Ais LI
So A'is the set of LI vectors in V and B is the set of LI generators in V.
~op<n,
Which contradicts the hypothesis p>n.
. OuUr supposition is wrong.
- A'must be LD.
Corollary:- If V has a basis of n elements, then every other basis for V also has n
elements.
Proof:- Let B; ={ vy, Vv, V3, ....,vrand B, = { wy, Wy, Ws, ...., W, } are two bases
for V. then B; and B, are LI and [B,] =V and [B;] =V
We have to prove that m =n
Since [B;] =V and B, are LI
I.e. By is the set of LI generators of V and B, is the set of LI vector in V.

From (1) and (2)
m=n
-.Every basis of V contains vector.
I.e. Numbers of elements in a basis for vector space V is always constant.
Definition:- Dimension of a vector space:-
If a vector space V has a basis consisting of a finite number of elements in a
basis is called the dimension of the space. The vector space V is called finite
dimensional and is written as dimV.

Note:-

e IfdimV =nthen V is said to be n-dimensional.

e [f Vs not finite dimensional then it is called infinite dimensional.

e [fV =VO0 = {0} its dimension is taken to be zero.

e |f a vector space V is n —dimensional then there exist n linearly independent
vectors in V.

e |f a vector space V is n —dimensional then every set of n+1 vectors in V is
linearly dependent (LD) vectors in V.

Example:- Prove that V, is 2-dimensional space and V3 is 3-dimensional space.

Solution:- Here e; = (1,0) and e,=(0,1) in V, and e; = (1,0,0) ,e,=(0,1,0) and e,=
(0,0,l) in V3.
Since {ey, e,} is basis for V, and {ey, e, es} is basis for V3,
- dimV,=2 and dimV;=3

Example:- Prove that s = {e,, e,.__e,} be a standard basis for V, and find the
dimension for V,..(or) R".

Solution:- Let ¢, eR, 1<i<n such that
a€ta, €+ +a,e,=(0,0,0,....,0)
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~a(1,0,0,....,0) ta, (0,1,0, .0+ +a, (0,0,0,....,1)=(0,0,0,
....,0)
Ny, a,,. . a,)=(0,0,0,....,0)
L= a,= =a,=0
~Thesets={e;, e, e.}isLl (1)
Now let (X1, X2, X3, ....., xn) € V,, such that
a1t a, €t o, en = (X1, X2, X3, +.nnny Xp)
~a(1,0,0,....0) +a, (0, 1,0, ....,00+ +a, (0,0,0,.....,1)= (X3, X2, X3, ....., Xpn)
cay,a,, a,) = (X1, X2y X3, <o, Xn)
Lo = X, a,= X,
L eta, €t +a,en = (Xg, X2, X3, ....., Xpn) IS linear combination of {e;, e, e}
1.e[S]=V (2)
From (1) and (2)
s = {ey, e, e} be a standard basis for V,,
- dimV,=n.

Example :- Find the dimension of the space ..
Solution:- Every polynomial in 4. is a linear combination of the function {1, X, X2, X3, ...xn}
Let aj, 8y, as,...,a,e R such that a;1+ a, x + ag X*+...+a, X"= 0
i.e. a1+ ay X+ ag X+, . +a, X" =01+ 0 x + 0 x*+.. +0 X"
Comparing the coefficient, then we get
= a=az=...=a,=0
AL x xS X" LI
- {1, x, x%, %%, ..x"} is basis for p..
- dimp, = n+l.

Theorem:-In an n-dimensional vector space V, any set of n linearly independent
vector is a basis. OR. Prove that any set of n linearly independent vector is a
basis In an n-dimensional vector space V.
Proof:-Suppose B = { vy, Vo, V3, ...., Vo } is a set of n linearly independent vectors.
We want to prove that B is basis.
For this,
Since B is set of n linearly independent vectors is given.
. we have to only prove that [B]= V.
LetveV
Now consider the set B; = {vi, Vv, V3, ....,V,,V }.
.. By is a set containing n +1 vectors in dimensional vector space V.
. Byis LD.
-. there exists a vector in this set which belongs to the span of preceding
vectors.
But such vectors cannot be v;, 1=1,2,3,....,n because { v;, }i=1 is LI.
So any vector ve V can be expressed as a linear combination of B.
Ve[V, Vo, Va, .o, Vi
~[B]= V.
-.[B] is basis of V.
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Example: Prove that the set {(1,1,1), (1,-1,1), (0,1,1)} is a basis for V3.
Solution: Let «, 3,7 R such that
a1+ pL-11)+y(011) =0
La+pa-pB+y,a+ f+y)=(0,0,0)
La+ =0,
a— =0
a=p=y=0
-~ {(1,1,1),(@1,-1,2), (0,1,1)} is LI-----------=----- (1)
Now V(x,y,z) eV, such that
a1+ A1-1)+ (01D =(x,y,2)

..a+,3=X,
a—-pf+y=y
a+pf+y=1
y=7Z—X
_a_X_Zy_Z ﬂ—ﬂ —7-X
. — 2 ] - 2 17/_
% L11) + Z;ZX (L-11) + z— x(0,L1) = (X, , 2)

Which is linear combination of vector {(1,1,1), (1,-1,1), (0,1,1)}
V3:[(111’1)’ (1’-111)1 (0’151)] ---------------------- (2)
From (1)and (2) given set is basis for V3

Theorem: In a vector space V. Let B ={ vy, VvV, V3, ....,Vo}span V. Then the
following two conditions are equivalent.

(@ { v,V Vs, ....,Vatis alinearly independent set.

(b) If veV then the expression o, Vi+a,V,ta,Vst ....+a,V, IS UNique.
Proof:- Let us assume that { vi, Vo, V3, ...., Vo } is a linearly independent set.

Now we want to prove that for veV , then the expression v =q,Vi+a,Vta,V

3t ....ta,V, IS unique.

For this,

Letv =g Vit B, Vot B,Vat ...+ B Vv, be another expression of ve V.

~aVita,Vota,Vat . ta, V= B Vit B,Vot SVt ...+ 6.V,

(al-ﬁl)V1+(a2-ﬂ2)V2+((x3-,83)V3+ ""+(an-ﬂn)vn =0

But { vy, v,, Vs, ...,V }is a linearly independent set.

(al'ﬂl)z(az'ﬂz)z(as'ﬂs)z ""=(an_ﬁn) =0

o= =By ay= By e =,

Hence the expression v =, Vi+a,V+a Vst ...+, V, IS UNIQUE.
Conversely,

Let us assume that ve V' then the expression «,Vita,Vota,Vat ... +a,V, IS

unique.

We want to prove that { vy, v,, Vs, ...., Vo } IS a linearly independent set.

Let us suppose that { vy, V,, Vs, ...., Vo } IS not a linearly independent set.
Then there exists scalars a1, a », a 3, ...., a  (not all zero) with at least one



non zero scalar satisfying
a,Vita,Vota,Vat ....+0{nVn:O """""" (1)
Also Ov;+0v,+0v 3+ ... +0v, =0 ----------- (2)
~.(1) and (2) are two different linear combination for the vector 0O V.
This contradicts to our assumption.
~. our supposition is wrong.
~{ Vi,V Vs, ...,V }is alinearly independent set.

Note:- From above theorem we get that a set B is a basis for a vector space V iff
[B] = V. and the expression for ve V' in terms of elements of B is unique.

Definition:- Coordinate vector:-
Let B={ vy, V), Vs, ...,V } be an ordered basis for V. Then a vector ve V can be
written as v =a,Vita,Vota, Vst ....ta, Vv, . The vector (ay, a 2, a 3, ...., a )
is called the coordinate vector of V relative to the ordered basis B.

e [tis denoted by [V]g.

e a1, a1 as, ..., anarecalled the coordinates of V relative to the ordered basis
B.

e the coordinate vector of V relative to are simply called the the coordinate
vector.

Example:- Find the coordinate vector of the vector (2, 3, 4, -1) of V, relative to the
standard basis for V,.
Solution:- Since{ey, e, es,e,} is basis for V.
Where e; = (1,0,0, 0) ,e,=(0,1,0, 0) , es=(0,0,1,0) and es=(0,0,0,1)
For a, b, ¢, deR such that
(2, 3,4, -1) =ae;+ b e,+tcestde,
=a(1,0,0, 0) + b (0,1,0, 0)+c(0,0,1,0)+d(0,0,0,1)
(2,3,4,-1)=(a, b, c, d)

~a=2,b=3 ¢c=4,d=-1
(2, 3, 4, -1) = 2e;+ 3 e,+4est+-1ey
-. The coordinate vector of the vector (2, 3, 4, -1) of V, relative to the
standard basis for V4 is (2, 3, 4, -1)
~(2,3,4,-1)=[(2, 3,4, -1)]s.

Example:- Find the coordinate vector of the vector (2, 3, 4, -1) of V, relative to the
ordered basis B = {(1,1,0, 0), (0, 1,1,0), (0, 0,1,1), (1,0,0,0)} for V,.

Solution:- Let «, 8,7,6 € R such that

(2,3,4,-1)= «(1,1,0,0)+p (0,1,1,0) +#(0,0,1,1) +5(1,0,0,0)

2 (2,3,4,-1)=(a+8,a+ B, p+ 7, 7)

nats =2, at p=3,p+ty =4, y=-1

Solving above equation we get

La=-2, =5, y=-1,6=4



15
Hence the coordinates of (2, 3,4, - 1) relative to the ordered basis B are -
2,5,-1
and 4.
~(-2,5-1,4) =[(2, 3,4, -1)]s.

Theorem:- Lettheset { vy, vy, Vg, ...., Vi} be aset of linearly independent subset of
an n-dimensional vector space V. Then we can find vectors Vi1, V2, ..., Vi IN
V such that the set {vi, Vo, Vs, .... Vi, Ve, .. Vo } IS @ basis for V.

OR
any set of linearly independent vectors of vector space can be extended to the
basis or starting from any L1 set of vectors in a vector space we can construct
basis for it.

Proof:- Here V is n-dimensional vector space.

-. it has n LI generators.

But number of LI vectors of VV must be less than the number of LI generators of
V.

~k<n.

If K =nthenthe set { vy, vy, Vg, ...., vV} Will be a set of n LI vectors in an n-
dimensional vector space V.

If k< n then the set { vi, vy, V3, ...., Vi} iS not basis of V, because any basis of V
should contain n elements.

I.e. [V, Vo, V3, ..., Vi] 2V

I.e. [V1, Vo, V3, ....,Vi] = V.

Hence there exists at least one vector v,.; of V which does not belongs to the
span of { vi, Vo, Vs, ..., Vi}

1.€. Vier €[V, Vo, V3, o.vuy Vi

we enlarge our set by adding vi.; to our set thus obtaining {vi, Vo, Vs, .... Vi,
Vk+1}-

Obviously this set of k+1 vectors is L.

If k+1 = n then this set is basis for V.

If k+1 < n again we can find a vector of v,., outside the span of {v,, v, Vs, ....
Vi, Vis1}

We repeat this process till we get {vi, Vo, V3, .... Vi, Vi1,

.. Vn}abasisof V.
Example:- Given two linearly independent vectors (1, 0, 1, 0) and (0, -1, 1, 0) of V,.
Find a basis for V, that includes these two vectors.
Solution:- Since [(1,0, 1,0),(0,-1,1,0)] ={«,-#,at+ B,0/«,p any scalars}.
Since the fourth coordinate is always zero for vectors in this span.
- (0,0, 0,1) is not in this span.
Thus we get an enlarged linearly independent set
{(1,0,1,0),0,-1,1,0),(0,0,0,1) }
And whose span is
[(1,0,1,0),0,-1,1,0),(0,0,0,1)]={a,-B,a+ B,y!a,p,y any scalars}.
Now we have to identify one element outside this span.
Since the third coordinate in the elements of this span is always « + 5.

So we can find a vector for which this is not true.
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Thus (1, -2, 0, 0) is not in the span  of the earlier set.
Sowe haveasetB={(1,0,1,0),00,-1,1,0),(0,0,0,1), (1, -2,0,0) } which
is LI and it is a basis for V,.
Let us check set B is basis .
Let «, B8,7,6 R such that
«(1,0,1,0)+5(0,-1,1,0)+»(00,0,1) +5(1, -2, 0,0) = (0, 0, 0,0)
Nat+ 6,-p-25,a+p, y)=(0,0,0,0)
nat s =0,-p5-26=0,a+p =0, y=0
Solving above equation we get
thus a=p=y =6=0
I.e. the set of vectors {(1, 0,1), (1, 1, 0),
~setB=4{(1,0,1,0),0,-1,1,0),(,0,0,1)
V.
Example:- Let {(1,1,1, 1), (1, 2, 1, 2) }be a linearly independent subset of vector
space V,. Extend it to the basis for V.
Solution:- We have
[(1,1,1,1),(1,2,1,2)]={a+ B,at2B,a+ B,a*+2p]a,p any scalars}.
Since the first and third coordinates are equal for all vectors in the span.
- (0, 3, 2, 3) is not in the span.
Thus we have enlarged linearly independent set
{(1,1,1,1),(1,2,1,2),(0,3,2,3)}
And whose span is
[(1,1,1,1),(1,2,1,2),(0,3,2,3)] ={a+ B.a+28+3y,at B+2y,a+
2p+3yla, B,y any scalars}.
Obviously the vector (2, 6, 4, 5) is not in this span.
Hence theset {(1,1,1,1), (1, 2,1, 2), (0, 3, 2, 3), (2,6, 4,5)}is LI and a basis
for V,.

(1,-1,1), (1, 2, -3)}is L.I.
(1,-2,0,0) }is LI and a basis for

]

Theorem:- Let U be a subspace of a finite-dimensional vector space V.Then prove
that dim U <dim V. Equality holds only when U = V.
Proof:- Let B={ vy, Vv, Vs, ...., V,} be basis for V. This generates V and has n
elements.
I.e. there can be at most n linearly independent vectors in V and therefore in U.
-.Any set of linearly independent vectors in U cannot more than n vectors.
- dimU <dimV
LetdimU =dimV
Let B, = basis of U.
-.1s By LI and span U.
-. By contains n LI vectors in U.
But any set of n LI vectors in V is basis for V (- dim V=n).
. By is basis of V.,
Theorem:- (Dimension theorem)If U and W are two subspaces of a finite dimensional
vector space V, then prove that dim(U + W) =dim U + dimW —dim U ~nW.
Proof:-LetdimU =m, dimW =p ,dim U ~nW =rand dim V=n.
Since U, W and U~W are subspaces of a vector space V.
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Since dimension of a subspace of a  vector space cannot exceed that of a
vector

space.

~ms<n, p<n, r<n

Let{vq, Vo, Vs, ...,V } bebasis forU ~W.

Since vectors in basis is LI.

~fVy, Vo Vs, ...,V } isLIINU AW

Hence { vi, V), Vs, ...,V } is LI in Uand W both.

In particular { vy, vy, Vs, ...., v} are LI vectors in U.

So that can set can be extended to the basis of U.

Thus we can find the vector U,.1, Ur+s, ... ,um IN U such that

{V1, V2, Vs, ..., Vi Upsg, Ursp, ... ,um + 1S @ basis for U

Similarly, the set{ vy, v, V3, ...., v} are LI vectors in W.

So that can set can be extended to the basis of W.

Thus we can find the vector Wy.1, Wrs, ... ,W, in W such that

{Vi, Vo, Vi, ooty Vi, Wraeg, Wea, ... W, } IS @ basis for W.

Now let us consider the set

A={V1,V2, V3, .ooo, Vi Upst, Ups2, oo, Um, Wret, Wesp, .., Wp }

We shall show that A is basis for U + W.

A will be basis for U + W if

(i) Ais LI (ii))[A]=U+W

Let x be any vector in U + W.

Then x =u + w where ueU and weW.

But ueU is a linear combination of vectors { vi, Vo, Vs, ..., Vi Ursq, Ursg, ... ,Um}
Similarly, we W is a linear combination of vectors {vy, Vo, V3, .., Vi Wre1, Wi,
e\ Wp}

- X =U+ w becomes linear combination of A.

Hence [A]=U+W

To prove linear independence of A
Let o, 8,7 fori<i<r, r+i<j<m,1+r<k< pare scalars such that

Zr:aivi + iﬂiui + i?’iwi =0

i=r+1 i=r+l1

i.e Zr:aivi + Zm:ﬂiui :—Zp:%Wi =vsay ------------- (1)

i=r+1 i=r+1

Since vectors { vy, Vo, V3, ..., Vi, Upsg, Upsa, ... umpin U and
VECTOr Wry1, Wrsp, ... ,Wp iN W.
vector v belongs both U and W.

i.e.veU nW.
.V can be expressed as a linear combination of basis of basis of U nW.
BT N ¥

i=1

From El) and (2) we get
Zp:%Wi + Zé‘ivi =0 - 3)

r
i=r+1 i=1
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Since {V1, V2, V3, .., Vi, Wraq, Wrao, ... Wptis LI
Each y, and &, are zero.
In particular each y; i=r+1, ....,p is zero.
Using this with equation (1) we get

Zr:aivi + Zm:ﬂiui =0

i=r+1

But{ Vi, V2, V3, ..., Vi Ursg, Urs, ... ,um} be basis in U therefore it is L1I.
Each ¢, =0 for i=1,2,...,rand g =0 fori=r+l,....,m
Thus we get the value of each scalars is zero.
~.theset Ais LI
- set A'is basis for U + W.
Hencedim(U+W)=m+p-r
=dimU+dimW-dimU nW.

Le.dim(U+W)=dimU+dimW-dimU ~nW.



