Unit -4Matrices -2
» Definition: The eigen values and eigen vectors of a square matrix:

Let A =[@ij],, be a square matrix of order n and A a scalar (real or complex). If
there exists a matrix X, satisfying A X =X X, then A is called an eigen value of A
and X is called an eigen vector of A corresponding to A. (Here X isann x 1
Matrix)

i1 Q12 0 Qqp X1
. Az1 Az - Ay X2
ie.LetA=| : , : " |and X = |".* | then
Am1 Amz  ° Amn Xn

AX=AX=AX-AX=0

=>(A-11)X=0 1)
a1 Ap2 Ain|[A O 0][*1 0
N az1 a?z a?n 0 A 0 X2 _|0
Am1  Am2 Amnl L0 O M Xal 10
a;p — A ai A1n X1 0
L Ger Qpz = A - A2n X2(_ |0

In equation (1), |A - A L,,| = 0 is called the characteristic equation of the matrix A.

Note: - If [@ij],, be a square matrix of order n then the characteristic equation of
the matrix A of degree n in A. Its n roots give its eigen values of A. Putting these
values of A in equation (1) i.e.=> (A— X 1) X=0 we get the corresponding eigen
vectors of A.

A square matrix of order n can at most have n eigen values.

Example: - If [@ij],, be a square matrix of order n and corresponding eigen value
of a matrix exists then prove that it is unique.



Prove: - Let [4ij],be a square matrix of order 2.

Let us suppose that A, and A,two eigen values of corresponding to the eigen vector
X.

SAX-A X=0and AX -1, X=0
.'-A X :/11 X and A X :AZ X
Thus, we get, 1; X =4, X =14, =1,

I.e. this prove that eigen value of a matrix is unique.

Example: -Find the Eigen values for the matrixA:B _31]

Solution: -We know that for any given matrix|A-AI|=0

L P S P e P A B

-3 [=-n@+1)+6=0

1—2A
[A'M]:[ 2 1+

=1-22+6=0 (Which is the characteristic equation of the given matrix.)
=>-A2+7=0 =2\>=7

oA =7

~2=-\7 or A=V/7 which are eigen values of given matrix A.

Example: -Find the Eigen values and eigen vectors for the matrixA=[§ 3 :

Solution: -We know that for any given matrix

[A-M]X=0 and |A-AI|=0

e N P o PR R P

*J=a-n@ew-12=0

[A'M]z[l ;A 22



=A2-3) - 10= 0 (Which is the characteristic equation of the given matrix.)
=(A-5)(\+2) =0

~A=5 or A= -2 which are eigen values of given matrix A.

Now we will find the eigen vectors corresponding to the eigen values A=5 or A= -2
For A=5,

The equation for eigen vector as

[A-51]X=0
=[5 2=l eIl =l
=[5 Sl =lol

-4X1 +4XZ =0 and 3x1 '3X2 =0

From these two equations we get, x; = x,
. . . [a 1
Hence, the eigen vector corresponding to A=5 is [a] =a [1] Va € R — {0}

For A=-2,
The equation for eigen vector as

[A-51]X=0
=[5 oo Sl =l
=[5 allal=l

3x, +4x, =0 and 3x; +4x, =0



From these two equations we get, x; = —%xz

4 4
Hence, the eigen vector corresponding to A=-2 is [_Ea] =a [_ E‘ Va € R — {0}
a 1

0 1 0]
0 0 1

Example: -Find the Eigen values and eigen vectors for the matrixA=

100]

Solution: -We know that for any given matrix

[A-M]X=0 and |A-AI|=0

1 0 O 1 0 0] 0 O0][A O O
[A-A]=[0 1 O-A|0 1 O0]=|]0 1 Of-f0o A 0]=0
0 0 1 0 0 1410 0 1110 0O A

1-2A
[A-Al=| 0 1—7\ 0 )\]20
0 0 1-—

=~ (1-1)%=0 (Which is the characteristic equation of the given matrix.)
~A=1which is eigen values of given matrix A.

Now we will find the eigen vectors corresponding to the eigen values A=1
For A=1,

The equation for eigen vector as

[A-1A]X=0

1 0 0] [1 0 0][x] [0
>lo 1 o|-|o 1 ol|*|=]0
oo 1 lo o 1llxl lo
0 0 0][*1] [0

>[o o ol|x|=|o

0o o ollx] lo

Thus, we get,



Ox; +0x,+0x53=0

From these two equations we get, x; = a,x,=b and x;=c, where a, b and c are
any non zero real numbers.

Hence, the eigen vector corresponding to A=1 is

a 1 0 0
b]=a O|+b|1|+c|0| Va,b,c € R—{0}
C 0 0 1

Note: - the eigen value of the identity matrix I, is one (1).

-1 0 0
Example: -Find the Eigen values and eigen vectors for the matrixA=| 0 2 0].
0 0 3

Solution: -We know that for any given matrix

[A-M]X=0 and |A-AT|=0

(—1 0 0 1 0 0 1 0 0]~ 0 O
[A-M]— ] [0 1 0] [ 2 0] [0 A O] =0
—1 —

0 0 1 0 0 A

[A-All=| O 2 — 7\ 0 )\]= 0
L0 0 3—

~ (-1-A)(2-A)(3-A) =0 (Which is the characteristic equation of the given matrix.)
~A=-1,2,3which is eigen values of given matrix A.

Now we will find the eigen vectors corresponding to the eigen values A=-1,2,3
For A=-1,

The equation for eigen vector as

[A-IA]X=0



—1+1 0
-0 2 ]H
3+1
0
0
Thus, we get,

Ox; +0x, +0x3 =0 ,0x; +3x, +0x; =0 and Ox; +0x, +4x; =0

From these two equations we get, x; = a,x,=0and x3= 0, where a is any non-
zero real numbers.

Hence, the eigen vector corresponding to A=-1 is

a 1

[0] =a (0| Va,e R — {0}
0 0
For A=2,

The equation for eigen vector as

[A-12]X=0

[ 2 el
SEREEE

Thus, we get,

_3x1 +0x2 +0x3 :O ,0x1 +0x2 +Ox3 =O and 0x1 +0x2 +1x3 =O

From these two equations we get, x; = 0,x,=aand x3;= 0, where a is any non-
zero real numbers.

Hence, the eigen vector corresponding to A=2 is



0
1
0

0
Ia] =a Va,€ R — {0}
0

For A=3,

The equation for eigen vector as

[A-12]X=0

Lt B
;35

Thus, we get,

—4—X1 +0x2 +0x3 :O ,0x1 '1X2 +0x3 :O and 0x1 +0x2 +OX3 :O

From these two equations we get, x; = 0,x,=0and x3=a, where a is any non-

zero real numbers.

Hence, the eigen vector corresponding to A=3 is

-t

= Va,€ R — {0}

Note: -(1) the eigen value of a diagonal matrix areits diagonal elements.

(2) The eigen value of the matrix A =[%ij],,

of its transpose AT.

Is the same as the eigen values

Example: -Find the Eigen values and eigen vectors for the matrixA=

Solution: -We know that for any given matrix

[A-AI]X=0 and |A-AI|=0



2 1 11 [1 0 0] [2 1 11[r» 0 0
[A-AT=[0 1 o]—x[o 1 oHo 1 oHo A o] =0
1 1 2 lo o 1tfl1 1 2flo o 2
2-2 1 1
[AAMl=l 0 1-2 0 |=0
1 1 2-2

~(2-=2)(1-21)(2—M1)+1(0-(1 —A)) =0 (Which is the characteristic equation of
the given matrix.)

A 2= =02 —-N-(1-2)=0
# (1=N[(2—-21)?2-1] =0
A1=N[E-A—-DR2-A+1D)]=
~A-D[A-MB -] =

~A=1,3which is eigen values of given matrix A.

Now we will find the eigen vectors corresponding to the eigen values A=1,3
For A=1,

The equation for eigen vector as

[A-12]X=0

S ERRRRNA
SRR

Thus, we get,

xX; +x, tx53 =0 ,0x; +0x, +0x5 =0 and x; +x, +x3 =0



From these equations we get,x; =-(x, +xs,if we takex, = a and x3=b, then we get
x; = —(a + b)where a and bare any non-zero real numbers.

Hence, the eigen vector corresponding to A=1 is

—(a+ D) -1 -1
a =a|1|[+b| 0| Vab€eR—-{0}
b 0 1

For A=3,

The equation for eigen vector as

[A-IA]X=0
2 —3 1 1 11* 0
=] 0 1-3 0 xz]:[ol
[ 1 1 2—-311x31 10
—1 1 17[*1] [0
>0 =2 0 [[*2]=[0
L1 1 -—1l1x3] 10
Thus, we get,

—X1 +x2 +X3 =0 ,0X1-2x2 +0x3 =0 and x1 +x2'x3 :O

From these equations we get, x; = x3,x,= 0 if we take x;=athenwe get,x; = a
where a is any non-zero real numbers.

Hence, the eigen vector corresponding to A=3 is

a 1
[O] =a (0| Va,€e R — {0}
a 1
2 1 0
Example: -Find the Eigen values and eigen vectors for the matrixA=[0 1 -—1/|.
0 2 4

Solution: -We know that for any given matrix

[A-AI]X=0 and |A-AI|=0
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1 1 0 0 1 07[r» O O

1 —1]—7»[0 1 0][ 1 —1]—[0 A O] =0
2

A

2

[A-M]=|0
0 00 1 2 4llo o 2
2

=0

[A-Al=| O 1- 7\ —1
0 2 4 —A

= (2 =2[(A)? — 51 + 6] =0 (Which is the characteristic equation of the given
matrix.)

“(2=-DA=3)(A-2)=0

~A=2,3which is eigen values of given matrix A.

Now we will find the eigen vectors corresponding to the eigen values A=2,3
For A=2,

The equation for eigen vector as

[A-1A]X=0

2—2 1 0
2| 0 1-2 -1

[X1 0
iR

— 21 1x3 0
0 1 07[*1 07
Lo —1”9621:[0
0 2 2 11X3 04

Thus, we get,

0x1 +x2 +Ox3 :O ,Oxl'xZ'x3 =0 and 0x1 +2x2 +2.X3 =0

From these equations we get,x, =0,x; = 0 if we takex; = a where a is any non-
zero real numbers.

Hence, the eigen vector corresponding to A=2 is
a 1
[O] =a |0
0 0

Va € R — {0}
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For A=3,

The equation for eigen vector as

JEl
SRR

Thus, we get,

[A-12]X=0

2—3
= 0 1—3 —1

_Xl +x2 +OX3 =0 ,0X1 '2X2'X3 =0 and 0x1 +2x2+x3 =0

From these equations we get, x; = x,, x3=-2x, if we take x,=athenwe
get,x; = a and x3=-2a where a is any non-zero real numbers.

Hence, the eigen vector corresponding to A=3 is

a 1
o )
—2a

1| Va €R—-{0}
Example: -Find the Eigen values and eigen vectors for the

-2

0 -2 =2
matrixA=[-2 -3 =2].
3 —6 5

Solution: -We know that for any given matrix

[A-AM]X=0 and |A-AI|=0

[ —2 1 0 O -2 =21~ 0 O
[A-AI]= —2 —3 ] [0 1 0][ -3 —2][0 A 0] =0

0 0 1 -6 5110 0 A

[A-M]= —2 —3—7\ —2] 0
| 3 —6 5-A2A
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& =A[ (=3 = 2)(5 — A)-12]+2[-2(5 — A)+6]-2[12-3(—3 — A)] =0
o —A[A% — 21 — 27]+2[2) — 4]-2[(21 + 3A)] =0
o [=A3 + 222 + 27A]+[4X — 8]+[(—42 — 6A)] =0

W =234+ 20% +250-50=0

= A3 — 2A% — 251 + 50 = 0 (This is the characteristic equation of the given
matrix.)

s (A =2)[(W)?% —25]=0

~A=2)A—-5)A+5)=0

~A=2,5,-5which are the eigen values of given matrix A.

Another method to find eigen value
A2—DA?+D,A— 4] =0

Where, D1 =0 +(-3) + 5 =2 The diagonal element of matrix.

where 0275 Zo[8 2e] G Breasiopes=zs

0o -2 -2
And |A| =|-2 -3 -2|=-50
3 -6 5

A3 —2A%2-251+50=0
Now we will find the eigen vectors corresponding to the eigen values A=2,5,-5
For A=2,
The equation for eigen vector as

[A-IA]X=0

0-2 -2 =21p%] [0
=>| -2 -3-2 =2 [[x]=|o
3 -6 5-—2llxsl lo
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=
Thus, we get,
—Ax;1 -2x5 -2x5 =0 ,-2x; + (=3 — A)x, -2x3 =0 and 3x;-6x, +(5 — A)x3 =0
For A=2,
—2x1 -2x5 -2x3 =0 ,-2x; + (—3 — 2)x, -2x3 =0 and 3x; -6x, +(5 — 2)x; =0
Xy tx5 +x5 =0 ,-2x; — 5x, -2x3 =0 and x; -2x, +x3 =0

we get,x, =0 x3 +x4 =0

From these equations we get,x, =0,x3 = —x, if we takex; = a then we get x5 =
—awhere a is any non-zero real numbers.

Hence, the eigen vector corresponding to A=2 is

a 1
Olza 0 | VaeR—{0}
For A=5,

_le -2X2 '2x3 :O ,'le + (_3 - S)xz '2x3 =0 and 3x1 '6X2 +(5 - 5)x3 :O
_le -2X2 '2x3 :O ,'le - 8x2 '2x3 =0 and 3x1 '6X2 +OX3 =0
_le '2x2 '2x3 :O (1) ,xl + 4x2 +X3 :0 (2) and xl '2X2 :0 (3)

From (1) and (2) we get x; = 2x, and put the value x; = 2x, in equation (1) or
(2) then we get x; = —6x,

if we takex, = a then we getx; = 2a and x; = —6a where a is any non-zero
real numbers.

Hence, the eigen vector corresponding to A=5 is

2a 2
a [=a| 1 |VaeR-{0}
—6a —6

For A=-5,
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5x; -2x, -2x5 =0 ,-2x; + (=3 + 5)x, -2x3 =0 and 3x; -6x, +(5 + 5)x5 =0
5x; -2x, -2x5 =0 ,-2x; + 2x, -2x5 =0 and 3x; -6x, +10x; =0

5x; -2x5 -2x3=0 (1) ,x; —x, +x3=0___ (2) and 3x; -6x, +10x; =0
B )

Remove x;from (1) , (2) and (3) then we get 3x, = 7x5 and put the value in
equation (1) or (2) or (3) then we get 3x; = 4x3

. 4 7 .
if we takex; = a then we getx; = 54 and x, = 34 where a is any non-zero real
numbers.

Hence, the eigen vector corresponding to A=5 is
4
-a
3
; ‘ h I
-a
3
a

Example: - If 1,, 1, 43, ..., A,, are the eigen values of matrix A =[4ij],,, then prove
that 1,°,1,°25°, ..., 1, are the eigen values of A®.

Va € R — {0}

_wW N W]

Solution: - Here A"= A.A.A ... A (n times).
Hence A= A2 A=A.AA

Let A be an eigen value of A. therefore there exist a non-zero column matrix X
such that

AX = X (1)

SAZAX = A2(AX)

SASX = AA2X )

But A%X = A(AX) =A(1X)=A(AX)=A(AX)=22X( -+ from equation (1))
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Thus, we get A2X =A%2X (3)

Put the value of equation (3) in equation (2) then, we get A3X = 13X
=~ A3 is the eigen value of A2,

Thus, if 14,1, 43, ..., 4, are the eigen values of matrix A =[@i;],, then
M3, 2,°25%, .., 4,° are the eigen values of A,

Example: - If Ais the eigen values of matrix A =[4ij],,, then prove that
(1) %is the eigen values of AL, (ii) ':;l Is the eigen values of adj A.
Solution: -

Let A be an eigen value of A. therefore, there exist a non-zero column matrix X
such that AX = AX

W X =AX =AAX

1y act

- AX A'X

This prove that% is the eigen values of A,

(i1) Let A be an eigen value of A. therefore, there exist a non-zero column matrix
Xsuch that AX = AX

=adj A (AX) = adj A (AX)

=(adj A A)(X) =1 (adj A)X

A
=adjA=A"YA| = adj AA = |A])

_ ]
because A=l = ——
( 4]

=14] (X) =4 (adj A) X

=21(X) = (adj A) X

This prove that";;| Is the eigen values of adj A.
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Theorem: (Cayley- Hamilton Theorem) (without proof)

Every square matrix A = [@ij],satisfies its own characteristic equation. i.e.
IfJA- AL, = (—1)22" + kA" + kA2 + -+ + k,, = 0 is the characteristic
equation of A, then (—1)2A™ + kA" 1 + k, A" 2+ -+ k, =0

2 —4 -1
Example: Verify Calay-Hamilton theorem for the matrix A=|0 3 4 |. Also
1 6 2
using this theorem find AL,
2 -4 -1
Solution: -HereA=[{0 3 4]
1 6 2

=~ the characteristic equation of the matrix A is [A-Al] =0

2—2 —4 -1
[ 0 3—-2A 4)\]20
1 6 2 —

# (2 =] 3 = N)(2 — 1)-24]+4[0-4]-1[0-(3 — 1)] =0

5 (2=2[A* — 51 + 6 — 24]-16+3—1 =0

5 (2 =2)[A% = 51 — 18]-16+3—A =0

W =A% + 702 — 71 -49 =0

This is the characteristic equation of the given matrix.
A3 —DA2+D,A—|A]|=0

Where, D1 =2 +3 + 2 =7 The diagonal element of matrix.

Where, D=2 2|+ 2“1+ |2 “H=(e-20)+(4+1)+6 =7

2 -4 -1
And|A] =0 3 4 |=2(6-24)+4(0-4)-(0-3) =-36 -16+3 = -49
1 6 2




AB—7A%2-70+49=0
2 —4 -11[2 -4 -1
Now, A>=0 4”0 3 4]
1 2111 6 2
44+40-1 -8-12—-6 —-2-16-2 3
=10+0+4 04+9+24 0+12+8 =[4
24+0+2 —4+18+12 —-1+24+4 4
2 —4 -11[3 —-26 -—-20
Now, A=A . A’=|0 3 4[4 33 20
1 6 2114 26 27
6—16—-4 —-52-132-26 —40-80-—27
=10+12+16 0+99+ 104 0+ 60+ 108
3+24+8 —-26+4+198+52 —-20+120+54
Now, verify Caley Hamilton theorem
A3 —7A% —7X+ 49 = 0 put A=A then we get,
A3 —7A%? —7A+491; =0
—14 —-210 —147] —26 —20 —4 —1
=128 203 168 |— 7 +49
| 35 224 154 |
—14 —-210 —-147]1 [-— 182 140
=128 203 168 28 —231 —140
| 35 224 154 | —-28 -—182 -—189
—-14 28 7 49 0 O
+ 0 —21 -—-28[+]0 49 O
-7 —42 —-141 L0 0 49

—14-21-14+49
=[ 28—-28+0
35—-28-7

17

—210+ 182 + 28
203 —-231—-21+49
224—-182—-42+0

—210

—147+140+7+0
168 —140—-28+0
154 — 189 — 14 + 49

—147
168
154

1 0 O
0 1 0
0 0 1

|

|
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0 0 O
=0 0 O

0 0 O
Thus, we get A3 — 7A2 —7A+491; = 0
Therefore, Caley Hamilton theorem is verified.

Multiplying by A to the equation A3 — 7A% — 7A + 491; = 0

Thenwe get A2 —7A—7I; +49A 1 =0 = Al = 4—19(—A2 + 7A + 713)

([-3 26 20 2 —4 -1 10 0
:4—9<—4 —33 —20(+7]0 3 4 |+7]o0 10)
—4 —26 -—27 1 6 2 00 1

—-4+0+0 -—-33+21+7 —-20+28+0
| —4+7+0 -26+42+0 -27+14+7

. (18 -2 13
13 16 —6

Check

('—3+14+7 26—-28+0 20—740

)

AA 1 =1
2 -4 -1] ([18 -2 13
1 6 2 3 16 -6

36 16 3 -4 20 16 26 32 6

49 ' 49 49 49 ' 49 49 49 49 ' 49 1 0 0
| _ 224 24 -15 | 64 — =
= 0 + 0+ 5 +49 0+ [ ]

1 1 3
Example: Verify Calay-Hamilton theorem for the matrix A =| 1 3 —3].

-2 -4 —4

Also using this theorem find A,
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Solution: - Here A =

1 1 3
1 3 —3]
-2 —4 -4
-~ the characteristic equation of the matrix A is [A-IA] =0

1-2A 1 3
[ 1 3—-A2 -3 ] =0

-2 -4 —4-2

(1 =[G =21)(—4—1)-12]-1[(—4 — 1)-6]+3[-4+2(3 — 1)] =0
~(1=-)[B=2)(—4—2)-12]-1[(—4 — 1)-6]+3[-4+2(3 — A)] =0

o (1= N[A% + A — 24]-1[(—10 — A)]+3[-2—2A)] =0

o —A3 + 201 +8 =0

This is the characteristic equation of the given matrix.
A2—DA?+D,A— 4] =0

Where, D1 =1 +3-4 =0 The diagonal element of matrix.

13 =3(.11 3.1 1_ _
Where, D= | =, _4|+|_2 _4|+| h 3|_(-12-12)+(-4+6)+(3-1)_-
24+2+2=20
1 1 3
And|A]=|1 3 —3|=1(-12-12)-1(-4-6)+3(-4+6) = -24 +10+6 = - 8
2 -4 —4

A +200+8=0

1 1 3 1 1 3
1 3 —3].[1 3 —3]

-2 -4 —411-2 -4 -4
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1+1-6 1+3-12 3—3—-12
1+3+6 1+9+12 3—9+12
—-2-4+8 -2-12+16 —-6+12+16

1 1 314 -8 -—12
1 3 —3][10 22 6]

-2 —4 —4112 2 22

—4 -8 —12
=[10 22 6

2 2 22

Now, A®=A. A=

—-4+10+6 —-8+22+6 —-12+6+66
=[-4+30—-6 —-8+66—6 —-12+18—-66|=
8—40—-8 16—88—-8 24-—-24-88

20 52 —-60
—40 —-80 -—88

[12 —20 60]

Now, verify Caley Hamilton theorem
A3+ 201+ 8 =0 put A=A then we get,
A3 —20A+8I3=0
(12 —-20 60 1 1 3 1 0 0
=|20 52 —60[-2011 3 -3|+8/0 1 O
—40 —-80 —88! — 4 0 0 1

(12 =20 607 [-20 -—-20 —60 8 0 0
=120 52 —60|*+|-20 —60 +H0 8 0
—40 —-80 —881 L 40 0 0 8

12-20+8 -20—-20+0 60—-60+0
20—20+0 52—-60+8 —-60+60+0
—-40+40+0 -—-80+80+0 —-88+80+8

0 0 O
=10 0 O
0 0 O
Thus, we get A3 — 20A + 8I; = 0

Therefore, Caley Hamilton theorem is verified.
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Multiplying by A? to the equation A3 — 20A + 815 = 0.

Then, we get A2 — 20I; + 8A™1 =0

) ) 4 8 12 1 0 O
A‘1=§(—A2+2013) =3 -10 -—-22 —-6[|+20|0 1 O
—2 -2 =22 0 0 1
) 24 8 12
zg -10 -2 -6
-2 =2 =2
Check
AA™l =1
— 4 -2 =2
3 1 3 3 3
3-2-7 1-3-7 =73l oo oo
= 3_ 1,3 4.3,3 3_9.3[=]0 1 0
4 4 4 4 2 4 4 0 0 1

—64+5+1 —2414+1 —3+3+1

Simultaneous linear equations and their solution:
Definition:- linear equations

If a, a,, as, ...a, and b are real numbers and x4, x,, x5, ... x,, are variables, then
a;x; + a,x, +asx; + - +a,x, = b is called a linear equation in n variables
X1, X3, X3, eee Xppe

Note: consider a system of m linear equations in n unknowns x;, x,, X3, ... X, in the
following form:

a11x1 + a12x2 + a13x3 + -+ alnxn - b1
alel + a22x2 + a23X3 + -+ aann = bz
A31X1 + A32X3 + Az3x3 + -+ + Az Xy = b3

...........................................
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Am1X1 + AmaXy + AzXs + - +Apn Xy = by

Here b;,a;; € R (i = 1,2,...,m;j = 1,2,3,...,n) are the fixed numbers. If we get
x = (kyky ks ..., k,) € R"suchthat x; = ky x, = k; x3 = k3 ...x, = k,, satisfy
above the system of equations then x is called a solution of the above system of
equations. The set of all possible solutions of above system of equations is called
the solution set above system of equations.

Above system of equations can be linearly written as ¥.7_; a;;jx; = b;, i =

aj1 Qg 0 Qqp X1 b,

az1 Q2 - 4 X2 b
1,2,3,...,m. [fwe put A=| , : [, X =]""|land B = "?| then

An1 Amz2 *° Amn Xn bm

Theabove system of equations can be expressed in the matrix form A X = B.
Here A is called the coefficient matrix of the above system of equations.

If b, =b, = b; =--- =b,, =0, then the system of above equations is called
Homogeneous system.

Definition: - Homogeneous systemof equations

Consider a system of m linear equations in n unknowns x;, x,, X3, ... X, in the
following form:

a11x1 + alzxz + a13x3 + -+ alnxn = O

a21x1 + azzxz + a23X3 i az-nxn == O

Am1X1 + ApaXy + ApzX3 + - +apXx, =0

is called Homogeneous system of equations.
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Note: If x; = 0,x, = 0,x3 = 0...x, = 0 is a solution of homogeneous system of
equations then it is called trivial solution of the system and any other solution is
called non-trivial solution.

Definition: -augmented matrix.

Q1 Gz v Gip by
. |a a coa b, | .
For the above system A X = B, the matrix [ 2 ™22 ™2 "2 [ljs called
Am1 Amz " Qmn Dm

augmented matrix and is denoted by the symbol [A,B]

Theorem: -The nonhomogeneous system as Y7, a;;jx; = b;, i = 1,2,3, ..., m.of
linear equations has a solution if and only if the ranks of coefficient matrix and
augmented matrix are equal.

Proof: -Let us suppose that the solution of the given system exists and let it be
(ky ks ks ..., ky) € R™

The given system can be expressed as

a1 aqz A1n b,
azq azo Qon b
xl + xz . + eee + xn = 2
am1 Am2 Amn bm
b
1

If (kykz ks ..., ky) is the solution of the given system then can be expressed

as a linear combination of the column matrices of A = [4ij],,.

Therefore, the number of linearly independent column matrices of A and [A, B] is
same.

Hence, ranks of A and [A, B] are equal.
Conversely,

Let us suppose that ranks of A and [A, B] are equal.
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by
Thus, bf must be a linear combination of the column matrices of A,
bm

Therefore, their exists real numbersa,, a,,a3, ....,a, such that

b, a1 a2 A1n
b azq azz Aan
:2 =a1 . +a2 . +"‘+an .
bm Am1 Am2 Amn

Therefore, (aq, ay,a5, ....,a,) € R™ is the solution of the given system.

Theorem: -If s =(sy s, 53, ..., S ) € R™is a particular solution of the
nonhomogeneous system of equation}.7_, a;jx; = b;, i = 1,2,3,...,m.and x =
(kl,kz,kg, s kn) € R™ is a solution of the homogeneous system of equation
i—paijx; =01i=123,..,mthens + xis asolution of the system }_, a;;x; =
b;,i = 1,2,3, ..., m. Moreover each solution of this system is of the forms + x .

Proof: -System of equations ¥, a;;x; = b;, i = 1,2,3,...,m. (1)

and Z;l=1 aijxj =0i= 1,2,3, e, M (2)

Now, for s +x=(sy + ky 53 + ky 53 + ks, ..\ Sy + k)

n n

n
Z aij(sj + kj) = z ai;S;j +z Cll-jkj =b;, i =123,..,m
=

J=1 J=1

n — r_ n —_ [ —
Because ijl a;jxj = b;, i =1,23,..,m. and Zj=1 a;jx; =0i=123,..,m

Let us suppose thaty =(1; I, I5 ..., L) is the any solution of the given system (1).
Then y' S= (ll - Sllz - _Szlg - S3 ey ln - STL)

Therefore, Z?:l au(l] — S]) = ;-l=1 aUl] — ;-l=1 aiij = bi — bi = 0, i =
1,2,3,..,m.

Therefore y-s is a solution of the homogeneous system (2).
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Puty -s = X.
Thus, every solution of system (1) if equations is of the form s +x.

Theorem: -Let}}_; a;; — x; =0(i = 1,2,3, ..., n) be system of n equations in n
unknowns. If the coefficient matrix of the system is singular (not invertible), then
and only then the system has a non-trivial solution.

Proof: -Let A =[4ij],, is a coefficient matrix of the given system. The given
system can be expressed in the form

X161 + X6 + -+ x,0, =0 ...l (1)
Where ¢4,Ca,...., Cy are column matrices of A.

If the given system has a non-trivial solution, then there exists i € {1,2,3, ..., n}
such that x; # 0. Itis clear from result (1) that the column matrices of the matrix
A are linearly dependent.

Therefore, the rank of A is less than n.
I.e. |A] = 0 or Ais singular.
Conversely,

If A is singular, then r(A)<n.

Therefore, the column matrices of A are linearly dependent. Consequently some x;
IS non-zero.

Therefore, the given system has a non-trivial solution.

Theorem: - Let ¥%_; a;;x; = b;, i = 1,2,3, ..., n.be system of n equations in n
unknowns. This system has a unique solution if and only if the coefficient matrix is
invertible. (i. e. it has an inverse.)

Proof: -Let A =[@ij],, is a coefficient matrix of the given system.

If A is invertible, then r(A) = n.
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by
Also, from Y%, a;jx; = by, i = 1,2,3, ..., n. Itis clear that bf is a linear
b

combination of the column matrices of A.
~ r[A] =r[A, B], where [A, B] is the augmented matrix of the system.
= the system has a solution.

Letx = (kl,kz,kg, . kn) € R™be solution of the system. The homogeneous system
corresponding to the given system is

;_1:1 a;jx; =00i=123,..,n. ... (1)
A is invertible,
Hence, the system (1) cannot have a non-trivial solution.
~x;=0x, =0,x3 =0, ...., x,, = 01is the solution of the system (1).
So, given system has a unique solution x + 0 = x.
Conversely,

Let us suppose that the given system has unique solution. Consequently, the
corresponding homogeneous system has only trivial solution. Thus, the coefficient
matrix A is invertible.

b
Crammer’s Rule:-Let A =[4ij],, be square matrix with|A| # 0. Let B = bf be

b
column vector. Then the solution of AX = B is given by x; = 'Al""i ’l""Anl Orx; =

det (Al,...,B,...,An) - . “th
det (4) Where, B is in the j™ place.
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Consider the system AX = B of n linear equations in n unknowns, where A

aj1 Qg2 0 Qqp X1 b,
Q1 QG - Qyn X2 b
Am1 Amz2 *° Qmn Xn bm

If |A| # 0, thenA™* exists.

Now AX = B =X = A'B.

ButA~! =244
|A]
Ay A o A b
dj A 1|4 A - A b
X = alzil B. = 21 2z 2n :2 . WhereAj; is the cofactor of ajj in |A|
Aml Amz Amn bm
A A A; A . i
Thus, x; = M, X, = M, o Xj = u, ey Xy = 4l \where A is the matrix
|Al |A] |A] |A]

b,
obtained from A by replacing the i"" column by constant column Ibz ‘ This
bm

method of solving n equations is known as crammer’s rule.

Note: The system of linear equations is called consistent if it has a solution. If it
does not have any solution, then it is called in consistent.

Example: -Solve 5x +3y +7z = 4;3x +26y +2z = 9;7x +2y +11z = 5 using
Crammer’s rule.

5 3 7 X 4
Solution: -Here A=|3 26 2 ,X=[y]andB= 9
7 2 11 VA 5
5 3 7
|A] = (3 26 2 [=5(286-4)-3(33-14)+7(6-182) =1410-57-1232=121
7 2 11
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4 3 7 5 4 7 5 3 4
9 26 2 3 9 2 3 26 9
77 33 0
y =15 2 11l _ y=7511: and z =122 5l _
|A| 121 |A| 121 |A| 121

Example: -Solve x +y = 0; y + z = 1;x +z = -1 using Crammer’s rule.

1 1 0 X 0
Solution: -Here A=[0 1 1|,X= y]and B=1]1
1 0 1 Z -1
1 1 0
|Al] =10 1 1{=1(1-0)-1(0-1)+0(0-1) =2
1 0 1
0 1 0 1 0 0 1 1 0
1 1 1 0 1 1 0 1 1
x=——10 1=_—2=—1 =1 -1 1l 1=E=1andZ=—1 0 _1=9=0
A 2 y 4| 2 4] 2

Example: -Solve 2x +y = 0;3y + z = 1;x +4z = 2 using Crammer’s rule.

2 1 0 X 0
Solution: -Here A=[0 3 1|,X= [y]and B= 1]
1 0 4 z 2
2 1 0
|[A| =10 3 1[=2(12-0)-1(0-1)+0(0-3) =24+1+0=25
1 0 4
010 2 0 0 2 10
1 3 1 0 1 1 0 3
y=12 04 72, 11 2 4l % g, 11 0 2l 13
A 25 A 25 |A] 25
__2 — i and — _3
=%V T3 Z=3

Example: -Solve the following system of equations. OR Prove that following
system of equations is consistent.

2X +5y +6z = 13;3x +y -4z = 0;x -3y -8z = -10.

2 5 6 13
31 -4 0
1 -3 -8 -10

Solution: -Augmented matrix is [A, B]=
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RioRs3. ~[3 1 -4 0

2 5 6 13
1 -3 -8 —10]

1 -3 -8 —10]

R2—>R2-3R1, R3—>R3-2R1~ 0 10 20 30

0 11 22 33

. . 1 -3 -8 -10
R2—>1—0R2, R3—>ER3then R3—>R3'R2~ 0 1 2 3
0 O 0 0

r(A, B) =r(A)=2<3

So, the given system is consistent. Solution is not unique. i.e., system has infinite
solution.

Also, the given system of equations is equivalent to

from (2) we gety = 3-2z, so, (1) gives x=-10+9-6z+8z = -1+2z
so, the solution is -1 +2k, 3-2k, k where k €R.

Thus, set of all solution is

=(-1 +2k, 3-2k, k)/k eR} = {(-1,3,0) +k(2, -2, 1)/k €R}
Example: -Solve the following system of equations

SX +3y +7z2 = 4;3x +26y +2z = 9;7x +2y +11z = 5.

Solution

Example: -Solve the following system of equations. OR Prove that following
system of equations is consistent.2x +y = 0;3y + z = 1;x +4z = 2.

2 1 0 O
Solution: - Here Augmented matrix is [A, B] =[0 3 1 1]
1 0 4 2



Ri1 —R3.~

N O -

R3—>R3-2R1~

R3—>R3-3R2~

R,—R»+8R3, R1—>R1-4R3~!0 1 0 —

r(A,B)=r(A)=3

CoOr hLwo

oM

P WO or b

=)
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2
1]
0
4 2 1 0
1 1 |RR3.~[0 1
-8 —4. 0 3
4 2 1 0
A PP
25 13 0 0

hOOE

25|
13
0 0 1 =]

4 2
-8 —4]

1 1

So, the given system is consistent and has unique solution

-2 4

X=—y=5 and z = g is the unique solution of the given equations.

Example: -Solve the following system of equations. OR Prove that following
system of equations is consistent. 2x +6y = 15;6x +20y -6z = 2;6y -18z = 7.

Solution: - Here Augmented matrix is [A, B] =[

R2—>R2-3R1.~

R3—>R3-3R2.~

oN OO N

6
2
6
6
2

0

2 6 0 15
6 20 -6 2
0 6 —-18 7
0 15
-6 —43
-18 7
0 15
—6 —43
0 129

So, we get r(A, B) =3 and r(A)=2
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Therefore, r(A, B) #r(A)

So, the given system is inconsistent. So, we cannot find the solution of given
system of equations.

Example: -Solve the following system of equations. OR Find the value of p if
following system of equations is consistent. x +2y +3z= 14;x +4y +7z = 30; X +y
+Z = L.

1 2 3 14
Solution: - Here Augmented matrix is [A, B] =[1 4 7 30]
1 1 1 u

1 2 3 14
R3—>R3-R1R2—>R2-R1.~ [0 2 4 16 ]
0 -1 -2 u-—14

1 2 3 14 1 2 3 14
R2—>%R2.~ ]

0 1 2 8 ]R3—>R3+R2.~[0 1 2 8
0 -1 -2 u-—14 00 0 u—=6

If p#6 then r(A, B) =3 and r(A) =2
i.e. (A, B)# r(A) and system is inconsistent.
While if u=6 then (A, B) =r(A) =2<3.
So, the system will be consistent and have infinite solutions.
Also, x +2y +3z= 14;
y+2z=8=y=8-2zandx=-2+z2
So if y= 6 then only the given system is consistent and solution is

(-2 +k, 8-2k, k)/k €R} = {(-2, 8, 0) +k(, -2, 1)/k €R}
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