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Sem-I111
MAT 202: Linear Algebra-I
Unit-1 Vector space

Definition:- Vector space:

Let V be a set on which addition and scalar multiplication are defined
(this means that if u and v are objects in V and c is a scalar then we’ve
defined u+v and cu in some way). If the following axioms are true for all
objects u, v, and w in V and all scalars ¢ and k then V is called a vector
space and the objects in V are called vectors.

(@ u+visinV _ Thisis called closed under addition.

(b) cuisinV __ This is called closed under scalar multiplication.

(CQu+v =v+u

(d u+(v+w)=(Uu+ v)+w

(e) There is a special object in V, denoted 0 and called the zero vector,
such that forall uinVwe haveu+0=0+u=u

(f) For every u in V there is another object in V, denoted -u and called
the negative of u, such thatu—u=u+(-u) =0

(@c(u+ v)=cu+cv

(h) (c+k)u=cu+ku

(i) ¢ (ku) = (ck)u
() lu=u

Remark: A complex vector space is defined as above by using complex
numbers instead of real numbers.

Theorem:- Suppose that V is a vector space, u is a vector in Vand « is
any scalar. Then,

(@ Ou=0

(b) «a0=0

(© (-1u)=-u

Proof :
(@ Ou=(0 +0)u = Ou +0u
Adding —(0u) to both sides, we get
Ou +(-0u) = Ou +0u +(-0u)
0=0u+0 (--0is Additive identity)
0=0u

(b) «a0=«a(0+0) (--0is Additive identity)
= a0+ 0
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Adding —(« 0) to both sides,  we get
0 =—(a0)+ (a0+ «0)

=((x0)+(«0))+ «0 (- Associative law)
=0+ a0 (= («0) is Additive inverse)
= a0 (-~ 0 is Additive identity)

(c) In this case if we can show that u+ (-1)u =0 then from axiom (f) we’ll
know that (-1)u is the negative of u, or in other words that(-1)u = -u.

u+ (-Du =1. u+ (-)u (-~ 1 is multiplicative identity)
= (@Q+-Du (- -1 is Additive inverse of 1)
=0u
=0

So by uniqueness of the negative, (-1)u is the negative of u, i.e. (-1u) =-u
Example:-
Definition:- Sub spaces:-

Let S be a non empty subset of a vector space V. S is said to be a subspace
of V if S is a vector space under the same operations of addition and scalar
multiplication as in V.

Geometric meaning of vector sub space:
Question :- Prove that every line through the origin is a subspace of
V..

In Euclidean space V,, take any straight line S through the origin O. Any
point P on this straight line can be considered as a vector op of V,in S.

the sum of two such vectors OP and0Q, where P and Q both lie in S. is

again a vector OR, where R lies in S.

Similarly, a scalar multiplication of any vector in S is again a vector in S.
All other axioms are automatically satisfied in S. So S is a vector space
under the same operations as in V,. Thus S is a subspace of V,. i.e. every
line through the origin is a subspace of V..

Same way, in V3 we can find that any plane S through the origin is a
subspace of V3. Also every line L through the origin is a subspace of V3.

Theorem:- A non empty subset S of a vector space V is a subspace of V
iff the following conditions are satisfied:
(@) Ifu,veSthen utveS.
(b) If ueS and «a scalar, then «ueS.
(OR)
A subset S of a vector space V is a subspace of V iff it is closed under
addition and scalar multiplication defined in V.
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Proof: Let S be subspace of V is given.
We shall prove that condition (a) and (b) hold in S.
Since S is subspace of V.
- it is closed under addition and scalar multiplication defined in V.
(- It is a vector space itself.)
Hence the result.

Conversely,
Let S is closed under addition and scalar multiplication is given.
We shall prove that S is a vector sub space of V.
()  Since S is closed under scalar multiplication is given.
YueS,—1leV=(-DueS
=-UeSsS
[ueS=-ueVand(-)(u)=-ueV]
Thus additive inverse of each element of S exists.

(I1)  Since S is closed under vector addition is given.
YueS,—ueS=u+(-u)eS
[FueS=-ueS=u+(-u)=0eV]
=0eS
Thus 0 is the additive identity of S.
(1)  Since elements of S are elements of V,
- vector addition is commutative and associative in S.
Thus, S is an abelian group under vector addition.
Further S is closed under scalar vector multiplication and
therefore, the remaining properties of vector space also hold in S
because they hold in V.

Example:-

Let L be the set of all vectors of the form (x,2x,-3x,x) in V4, Then L
IS a subspace of V4,
Sol":-
Let u=(x2x,-3x,x) and v=(y,2y,-3y,y).
Here u,vel.
Now,
u+v=(x,2x-3xx)+(y,2y,-3y,y)
=[x+ y,2(x+y)-3(x+y), x+y]
=(z,22,-3z,2)e L.
Where z=x +y.
Su+vel.
Similarly if « eR then
o = a(%,2%,~3x, X)
=[x, 2(ex),~3(ex), ax] € L.
S.oue L
Hence L is subspace of V4,



Example:-

The set S of all polynomials P <4, which vanishes at a fixed point
Xo, IS & subspace of 4.

Sol":-
We have S ={pep/P(x,)=0}.
Let p,geS. such that P(x,)=0 and q(x,)=0.
Now,
(P+0)(X0) = P(Xo) + a(Xo) = 0.
~(p+qg)es.
i.e. The polynomial p+q also vanished at xo.
So, addition is closed in S.
Similarly, if aeR and PeS then
Ofp(xo): a(p(xo)): a-0=0.
LopeSs.
So scalar multiplication in S.
. S is subspace of 4.

Note :

» The set containing just the zero element of and nothing else is a
subspace of V. i.e.{0} is subspace of V.

» Also vector space V is itself subspace.

» Subspace {0} and V of V are called trivial subspaces of V and all
other subspaces of v are called nontrivial subspaces of V.

» The trivial subspace {0} of V is denoted by V, and is also called the
zero subspace of V.

Example:- Prove that s= {(x, x, %, ...x, )/(x X, X, ...x, )€V, }is vector subspace
of V, (OR)
Prove that the equation o x, +a,x, +...+a,x, =0 ---(1) where «;'s
are real constants and x;'s are real unknowns is vector subspace of V,

Sol":-
A solution of this equation can be represented as an n-tuple
(%%, %, ...x, ) Which is a vector of V..

Let s be the set of all vector (x, x, x, ..., )V,

.6, 5= {(x, %, X, ..x, /(% %, % .., )eV.} which satisfy the equation ().
. Sis a subspace of V,.

Because

Let x,yeS such that

x:(xlxz’...,xn) y:(ylyyzv..., yn) then

X+ Y= (X + Y5, % + Yy X, +Y,)
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Which is also solution of equation (1).
SX+YyeS

Similarly va eR

axeS

. Sisasubspace of V,,

Note :

» The set S of vectors (X, y) €V, which satisfy the equation
ax+ py =0 Is clearly a straight line through the origin in V5.
. Sis subspace of V..

> In V3 the set of all vectors (X, Y, z) V3 ,which satisfy the equation
ax+ py -+ =0 is a plane through the origin and hence a subspace of
V3. Butin V; we consider the set S of all vectors (x,y,z) which
satisfy the equation ax+ gy +;z =1 is a plane, but it does not contain
the vector(0,0,0).So It is not a subspace.

Problem set 3.2
Example:1 Prove that a subset W of a vector space V is subspace of V iff
ax+pyeW Va,fecR and vx,yeWw.
Solution:- Let us suppose that W is a subspace of V.
We have to prove that ax+fyeW Va,fecR and vx,yeW.
Since W is a subspace of V.
axeW VaeR and vxeW.
Also pyew VpeR and vyeWw.
Since W is closed under scalar multiplication.
Hence, ax+ fyeW Va,BeR and vx,yeWw.
Convesely,
Let ax+pfyeW Va,feR and vx,yeW isgiven.
Now we want to prove that W is a subspace of V.
Letustake a=1and p=-1then x—yew
Let us take B=0 then ax+0yeW = axeW

Hence W is a subspace of V.



Span of a Set
Definition:- Linear combination:-

Let uy, Uy, ...,u, be n vectors of a vector space Vand oy, «,,...,a, be
n scalars. Then au, +a,u, +---+a,u, 1S called a linear combination of
Uq, Uo, ..., Up.

It is also called a linear combination of the set { uy, U,, ...,u, }

If a linear combination of a finite set then it is also called a finite
linear combination.

Definition:- Span of a set:-

The span of a subset S of a vector space V is the set of all finite
linear combination of S.

(OR)

If S is a subset of V, the span of S is the set
{au, +au,+-+au /o eRu e€S1<i<nneN}

The span of S is denoted by [S].

If S contains only a finite number of elements, say uy, Uy, ...,u, , then
[S] is also written as [ug, Uy, ...,u,).

e.g. Letustake V=Vsand S={(1,0,0), (0,1,0) } then the linear
combination of set S as «(1,0,0) + 3(0,1,0) = («, 5,0)

The set of all such linear combination is [s]. i.e. span of set S.

1.e. [s] ={(a,80)/a,pcR} or[S] =[(1,0,0), (0,1,0)]
Theorem:- Let S be a nonempty subset of a vector space V, then prove
that [s] is a subspace of V.

[OR]
Let S be a nonempty subset of a vector space V, then prove that the
span of S is a subspace of V.

Proof:- We have to prove that [S] is a subspace of V.
For this,
Let u, ve[S] such that
U= o, +aU, +-+au, andVv = Bv,+ BN, +-+ BV
For some scalarse; and g, and u;'s,v,'seS  vneN
SU+V=aU +o,U, ++a U, T BV + LN, 4+ BV
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Here uy, Uy, ...,un V1, Vo, ...,vm eSand o, a,,...,a,, B Sy ... B, are
scalars.

s u+velS] 0]

Similarly,

al = (ao)u, +(aa,)u, +---+(aa,)u, 1S again a finite linear
combination of S.

- au €[S] (i)

From (i) and (ii)

[S] is a subspace of V.

Note:- A nontrivial subspace always contains an infinite number of
elements. So [S] (#V,) always contains an infinite numbers. But S

itself may be a smaller set, even a finite set. By convention we take
[¢]1=V,

Theorem:- If S is a nonempty subset of a vector space, then prove that
[S] is the smallest subspace of V containing S.
Proof:- We know that [S] is a subspace of V.
Since se[S]
Because each elements uy of S can be written as 1.up.
i.e. 1.ug E[S]
now we want to prove that [S] is the smallest subspace containing S.
For this,
We shall show that if there exist another subspace T containing S,
then T contains [S] also.
Let a subspace T contain S.
i.e.ScT.
Let us take any element ue[S]
Where U = aqu, + a,u, +---+a U,
For some scalarse, and u;'seS  vneN

since ScT.

soUg, Up, eyt €T

Since T is a subspace.

U tal, et au el

i.e.ueT

S [S] T

This prove that [S] is the smallest subspace of V containing S.

Example:- In V,show that (3, 7) belongs to [(1, 2), (0, 1)] but does not
belongs to [(1, 2), (2, 4)].
Solution:- (3,7) < [(1, 2), (0, 1)]
if (3, 7) is linear combination of (1, 2) and (0, 1) .
I.e. a, 8 be scalars such that (3,7) =« (1,2) +5 (0, 1)
~ a=3and2a + g =7
Solving these equation then we get



a=3and g =1
Thus, (3,7) =3 (1, 2) +1. (0, 1)
Hence (3, 7) « [(1, 2), (0, 1)]

Now, if (3, 7) € [(1, 2), (2, 4)]
if (3, 7) is linear combination of (1, 2) and (2, 4) .
I.e. a, 8 bescalarssuch that (3,7) =« (1, 2) +5 (2,4)
at2p=3and2a +4p5 =7
But these equation can not hold at same time
Becuse 2a+4p5=06
20 +4p5 =7
This is not possible.

3.7) ¢ [(1,2),(2,4)]

Example:-In the complex vector spacev, . Show that (1 + i, 1- i ) belongs
to[ 1+i,1),(1,1-i)]
Solution:- «,p be scalarssuchthat (1 +1,1-i1)=a(@+1i,1)+p (1,1-1)
lti=a(l+i)t pandl-i=a + g(1-1)
Solving these equation then we get
a=1l+iand g =1-1i
L@+, 1-i)e[ (A+0,1), (3, 1-1)]

Example:- If U and W is subspaces of V then prove that U~ W is
subspace of V.

Solution:- We want to prove that U~ W is subspace of V.
For this,

Letu,ve Un' W
~uveUanduveW
Since U and W is subspaces of V.
~u+tveUandu+veW
~u+velUn W
Similarly,

VaeR, aue U "W
(because U and W is subspaces of V .. aue U and aue W)
- U~ Wi is subspace of V.

Note:- (1) If Uy, Uy, Us, ..., U, are n subspaces of V then their intersection
Ui~ Uy~ Usn...n U, is also a subspace of V.
(2) Let U and W be subspaces of a vector space V. then their
intersection U ~ W cannot be empty because each contains the
zero vector of V.

Example:- Let W be the set of all vectors (Xy, X, X3, ...,x,) of Vn satisfying
the three equations.
X + Xy + Xy + o+ @ X, = 0 mmmmmmmmmmeeee (1)

ﬂlx1+ﬂzxz+ﬁsxs+"'+ﬂnxn =0 - (2)



VX VX F VX oty X, = 0 mmmmmmemeeeee (3)
Then W =W;~nW,~W;
Where W; is the solution set of equation (1)
W, is the solution set of equation (2)
W3 is the solution set of equation (3)
Solution:- Since each W; is subspaces.
. W s subspace of V,,.

Example:- Prove that the union of two subspaces of V need not be a
subspace of V.

Solution:- Let us take U = x-axis and W = Y-axis in V..

Here U and W are subspaces of V,.

Here (1,0) eUand (0, 1) eW

So(1,0)and (0,1) eUU W

But(1,0)+(0,1)=(1,1) eUu W (- (1,1) ¢Uand (1,1) ¢W)
This show that Uu W is not subspace of V..

Note:- Uu W is not general a subspace. But we know that if S is
nonempty subset of a vector space V, then [S] is the smallest
subspace of V containing S.

- [Uu W] is the smallest subspace of V containing Uu W.

Any element of [Uu W] is a linear combination of the finite subset
of Uu W.

l.e. if ve [Uu W] then

V=oU+au,+-+au, LV, +LV,++ LV,

Here uy, Uy, ...,.un €U, Vi, Vo, ...,y eWand oy, a,,...,a,, B, Bo:-- - B,
are scalars for n, m N.

- vcanbeexpressedas u+v forue Uandv e W.

. We can say that [Uu W] consists of elements of the formu + v
u e Uandv e W.

Definition:- Addition of sets:-
Let A and B be two subsets of a vector space V. As A + B, is the set
of all vectors the for u + v, ue A and ve B.
ie. A+B={u+v/iueAandve B}

Example:- InV,, letA={(1,2),0,1)}andB={(1,1) ,(-1,2),(2,5) }
thenA+B={(1,2)+(1,1),(1,2) +,(-1,2), (1,2) +(2,5),
(0,1)+(1,1),(0,1) +,(-1,2),(0,1) +(2,5) }
={(2,3),(0,4),3,7).(1,2),(-1,3), (2, 6)}

Example:- InV,, let A={(2,3)}and B = { (3, 1)/t a scalar } then
A+B={(23)+1(3,1)/tisscalar}
= {(2+3t, 3+ t) / tis scalar}
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Geometric meaning of addition of  sets:-
InV,, let A={(2,3)} and B = {t(3, 1)/t a scalar } then
A+B={(23)+1(3,1)/tisscalar}
= {(2+3t, 3+ t) / tis scalar}
Geometric meaning of addition of sets A and B as under
B is a line through the origin and A is a set containing one vector.
A + B is line parallel to B and passing through the point (2,3)

pr®

%

0

Example:- InV;, let A={ a (1, 2,0)/ « isascalar} and
B ={ 5(0, 1,2)/ p ascalar } then
A+B={«(1,20)+ p(0,1,2)/ «,pisscalar}
= {(a,2a+p,2p8)!a,p isscalar}
Geometric meaning of addition of sets A and B as under
A and B are lines through the origin In Vz;and A + B is plane
containing these lines and and passing through the point origin.

z
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b

i
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Theorem:- Let U and W are two subspaces of a vector space V then
prove that U +W is subspace of V and U +W =[ U UW].
Proof:- Since each vector of U +W is a finite linear combination of Uu W
U+ Wc [Uu W] - (i)
Now we want to prove that
[Uu W]c U+ W
For this,
Letve [Uu W]
~Vv=u+w whereueUand weW.
(- Definition of addition of sets)
s ve U+W
U Wle U+ W e (i)
From (i) and (ii)
U+W=[U uW].
Since [ U uW]. is subspace of V.
-. U +W is subspace of V.

Note:- U +W is the smallest subspace of V containing Uu W. i.e. both U
and W.

Example:- In V3, U = x-axis and W = Y-axis, then find U +W.
Solution:- U +W is the set of all those vectors of V3 that are from
«(1,0,00+ 5(0, 1,0)
~UtW={(«,s,0)/a,pare scalars}
And [Uu W] ={au+pw/a,p isscalar and ueU and we W}
le. [Uu W] ={«(1, 0,00+ (0, 1,0)/ «,pare scalars }
S U+W=[Uu W]

Note:- the interesting relation arising from this example:
[x-axis U Y-axis] = x-axis + Y-axis = xy plane.

Direct sum

Definition:- Direct sum:-
Let U and W are subspaces of a vector space V, then the sum
U +W is called direct sum if the sum U +W is subspace of V and
Un~W=y, :{O}

It is denoted by U W.
i.e. the direct sum of U and W is writtenas U® W.
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Example:- Check the following additions in V.
(1) xy plane + z —axis = V.
(2) xy plane + yz plane = V.

Solution:- (1) xy plane + z —axis = V3 is the direct sum
because xy plane ~n z —axis ={0}.
(2) xy plane + yz plane = V3. is not the direct sum
because xy plane ~ yz plane = {0}.
Note:- From example (1)Any vector (a, b, ¢) V3 can be written as
(@,b,c)=(,b,0)+(0,0,c) -----mm---- *)
Where (a, b, 0) exy plane and (0, 0, ¢ ) ez axis
Thus (a, b, ¢) is the sum of two vectors one in the xy plane and the
other is in z —axis..
. The advantage of the direct sum lies in the fact that the
representation equation (*) is unique.
I.e. we cannot find two other vectors such that one in the xy- plane
and the other is in z —axis .
On other hand, in example (2) any vector (a, b, ¢ ) can be written as
the sum of two vectors, one in the xy-plane and other in the yz-plane
in more than one way.
e.g.(a,b,c)=(a,b,0)+(0,0,c)
(@, b,c)=(@0,0)+(0,b,c)

Theorem:- Let U and W are two subspaces of a vector space V and
Z=U +W then Z= U @ W iff the following condition is satisfied
Any vector ze Z can be expressed uniquely as the sum
z=u+w forsomeu U, we W.
Proof:- LetZ=U @ W
Since Z=U +W
If any vector ze Z can be written as z= u +w for some ueU, weW.
Let us suppose that z=u" +w’ for some u’eU, w’eW is another
representation of z.
Then v’ +w’ =u +w
SU-u'=w-w
But U and W are subspaces of a vector space V.
u-u’eU and w-weW
u-u'ed mW
Since U n W is direct sum
~Un~ W={0}
SU-u'=0 => u=uandw’ =w
-.Any vector ze Z can be expressed uniquely as the sum
z=u+w forsomeu eU,we W.
Conversely,
Let us suppose that any vector ze Z can be expressed uniquely as the
sum z=u+w forsomeu eU,we W.

Now we want to prove that Z is a direct sum of U and W.
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Since Z=U +W is given.
So we have only to prove that U ~ W ={0}
Let us suppose that U n W = {0}
i.e. U ~n W contain nonzero vector v.
i.e.ve U n W wherev=0
~veUandve W
andv=v+0eU+W withv eU,0e W,
alsov=0+veU+W with0OeU,v e W.
Thus, these two ways of expression of vector is not possible in direct
sum.
. our supposition is wrong.
Hence U n W ={0} and Z=U & W.

Definition:- Linear variety:-
If U is a subspace of a vector space V and v a vector of V then {v} or
v +U is called a translate of U (by v ) or a parallel of U (through v)
or linear variety.

Here U is called the base space of linear variety and v a leader.
{v}+ U is not a subspace unless ve U.
e.g. (1)Take the line y = x through the origin in V,.Call it U. Consider the
pointv = (1, 0).
The translate v + U of U by v is the line y = x-1 through the point
(1, 0) as in figure. It can also obtained by adding (1, 0) to the vectors

iny=x.
?Y ?Y I\
U
0 > O VI x O
(a) (b)

e.g. (2)Let us take the plane y = 0 in V3 and call it U.
Consider the pointv=(1, 1, 1) €Va.
(1, 1, 1)+ U is the set of all points of V3 given by (1,1, 1)+ u vu €U

Z y4
(12,1
X H

4 /é =
Y <

X X

(a) (b)
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Geometrically
It is the plane parallel to y = 0 through the point (1, 1, 1).
Theorem:- Let U be a subspace of a vector space V and P = v +U be the
parallel of U through v. Then prove that
(@) ForanywinP,w+ U=P. or Any vector of P can be taken as a
leader of P.
(b) Two vectors vy, v, €V are in the same parallel of U iff
Vi- Voe U,
Proof:- (a) Let weP
Since P =v +U
- W=V+u; where u;eU.
LVEW-Up
Let us take z P then z =v +u, where u,eU .
L Z2=(W-Up) + U,
=w+ (Up - Uy)
Here U is subspace of V.
(U2 - U]_) eU
Thus every vector z P has the form w + (some vector in U).
ZPcecw+U------ (1)
Now we want to prove that
w+UcP
For this,
Let yew+U
~y=w+u vueU
The vector
y=w+u
=v+u;+u
=v+ (avectorofU)
~Yyeu+U=P
SWHU P (2)
From (1) and (2)

~w+U=P

Proof :- (b) Let vy, v, be in the same parallel of U, namely v +U.
- Vi =Vv+u; where u;eUand v, =v +u, where u,eU.
Then vi- v, = (v +uy) — (V +Up) = Uy — U,
Here U is subspace of V.
U —UxeU.
oo Vi- Vv eU.

Conversely,

If vi- v, eU then v;- v, = u for some ue U.
So,vi=v,+u
~Vie Vo +U
Also Vo=V, +0
~Voe Vo +U since0e U
So vy, v, €V are in the same parallel of v, + U
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Example:- lllustration:- Take V =V and U =yz-plane.
Solution :- Letv = (1, 1,1) then p = v +U is the parallel given by the set
{(1,1,1) + (0, B.»)! B,y arbitrary scalars}
={ (1, 1+p,1+y) / B,y arbitrary scalars}

Part (a) of above theorem say that to describe this set we could take
instead of (1, 1, 1) .any other vector from p.

Let us take vectoe (1, 0, 0). Which is also in p.

The theorem say that every vector (1, 1,1) + (0, g,») can be written
in the form (1, 0,0) + (0, B,y) forany g,y

B =1l+pand y=1+y

To continue the illustration, both (1, 1,1) and (1, 0,0) are in P

Part (b) of the theorem says that whenever the difference of two
vectors belongs to U, then they both belong to the same parallel and
conversely.



